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In the context of rapidly growing urbanization, the need for efficient parking management solutions is becoming 

increasingly urgent. This research develops and implements a car detection system based on YOLOv8 (You Only 

Look Once Version 8) for smart parking applications using Raspberry Pi and the Node-RED platform. This system 

is designed to optimize the use of parking spaces and increase parking management efficiency by utilizing 

YOLO's real-time object detection capabilities. Data processed by the Raspberry Pi is sent to the Node-RED 

platform for Internet of Things (IoT) via MQTT protocol. Node-RED functions as a management and visualization 

system, allowing users to monitor parking status in real-time through an intuitive graphical interface. With Node-

RED, users can find out which parking lots are full and which areas are still available. 
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1. INTRODUCTION 

The rapid urbanization and the surge in the number of vehicles on the road have led to a growing need for 

efficient parking solutions in urban environments [1]. Traditional parking management systems often rely on 

manual supervision or simplistic sensor-based technologies, which can result in inefficiencies, such as inaccurate 

space allocation, delays, and increased congestion. To address these challenges, there is a pressing need for smart 

parking systems that leverage advanced technologies to optimize parking space usage and enhance user experience 

[2]. 

This paper presents a Smart Parking system based on Car Detection using Computer Vision, specifically 

employing the YOLO (You Only Look Once) object detection algorithm [3]. YOLO is renowned for its real-time 

object detection capabilities, making it an ideal choice for dynamic environments like parking lots. By utilizing 

computer vision, the proposed system can accurately detect and monitor the occupancy of parking spaces in real 

time, reducing the need for physical sensors and enabling more efficient space management [4]. 

The implementation of YOLO in this context not only ensures high accuracy in vehicle detection but also 

contributes to a scalable and cost-effective parking solution [5]. This system can be integrated with existing 

infrastructure, providing a seamless upgrade to current parking facilities without the need for extensive 

modifications. The result is a smarter, more efficient parking system that can significantly reduce the time spent 

searching for available parking spaces, thus alleviating traffic congestion and enhancing the overall urban mobility 

experience. The following sections will delve into the design and implementation of the Smart Parking system, 

the advantages of using YOLO for car detection, and the potential impact of this technology on modern urban 

environments [6]. 

Previous research used Raspberry Pi and webcam as the main components to detect cars, with simple 

algorithms such as OpenCV-based image processing or threshold methods to detect objects [7]. While the current 

research uses Deep Learning YOLO for car detection, the detection results also interact with Node-RED as an 

automation platform that facilitates the integration of various system components, including data flow 

management, notification delivery, and physical control devices. Node-RED integration allows the system to 

create a more flexible workflow without having to write a lot of code, because Node-RED uses a graphical 

interface that is easier to connect hardware, software, and cloud services. 

 

2. METHOD 

This research method develops a Python-based real-time vehicle detection system using Raspberry Pi 

and Node-RED Integration. This process begins by taking real-time video input from a webcam camera. This 

camera captures images of the monitored parking area. This image taken directly will be input for the YOLO 

algorithm running on the Raspberry Pi. After YOLO processes the image, its classification results are output. This 

classification includes two main categories: "Cars" and "No Cars". The classification results are then sent to Node-

RED, a platform for visualizing and managing data flows. Node-RED can be used to display detection results. 

Figure 1 shows the flow chart of the webcam and raspberry pi process system 
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Figure 1. Flowchart System 

2.1 Datasets 

This dataset is designed for the development and evaluation of smart parking systems using car detection 

techniques based on the YOLO (You Only Look Once) deep learning model. The dataset contains 1000 images 

and corresponding annotations of parking lots with vehicles and empty parking spaces, captured under various 

conditions. The dataset consists of high-resolution images of parking lots captured from various angles, including 

overhead and ground-level views [8]. The images were taken during different times of the day to include variations 

in lighting and weather conditions. Each image is annotated with bounding boxes that identify the location of 

vehicles within the parking lot [9]. The annotations also include labels indicating whether a parking space is 

occupied or vacant.  

 

2.2 Vehicle Detection 

The webcam is used as a camera for car detection with YOLO (You Only Look Once) using 1080p 

resolution, resulting in clear and detailed images. Good resolution helps YOLO detect objects (cars) more 

accurately. The frame rate used is 30 fps with auto focus. Frame rate is important to ensure that the captured video 

is not choppy, especially when detecting fast moving cars [10]. Higher frame rates allow the YOLO model to 

analyze more frames per second, improving detection accuracy. The results of reading the webcam image will be 

processed using a Raspberry Pi. 

 

Raspberry pi will process data from the webcam using the YOLO algorithm, so it will be able to detect 

cars [11]. The detection results will be sent using MQTT communication and displayed on the Node-RED 

dashboard. The Raspberry Pi can be set up as an MQTT server, acting as a broker for communication between 

devices in an IoT network. MQTT is a lightweight communications protocol suitable for devices with limited 

resources, such as the Raspberry Pi. Figure 2 shows the Block diagram of smart parking system. 

 

 
Figure 2. Block diagram of smart parking system 

List of Hardware and Software: 

1. Webcam Logitech C310 720p Camera with Auto Focus 

2. Raspberry Pi 4B 

3. Node-red v20.11.0 

4. Python v3.12.2 

5. Microsoft Visual Studio Code 

 

System Algorithm: 

The webcam functions as a sensor to capture images or videos from the parking area. The webcam 

installed in the parking lot will continuously record or take pictures of the parking area. This camera will capture 
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live video to be explained by the system. Raspberry Pi is a mini computer used to process data received from the 

webcam. Raspberry Pi for the car detection algorithm and controls the overall parking system. Raspberry Pi 

receives images/videos from the webcam and processes them using the YOLO algorithm. 

The YOLO algorithm breaks the image into a grid and predicts the possibility of an object (car) in each 

part of the grid. YOLO will provide output in the form of a bounding box around the detected car, along with the 

object class. Writing programming on Raspberry Pi and the YOLO algorithm uses the python language and the 

Microsoft Visual Studio Code compiler. Based on the car detection carried out by YOLO, the system can find out 

which parking slots are empty and which are occupied. Raspberry Pi will store this data for automatic parking lot 

management. If a car is detected, the system will record it as an occupied parking space. If a car is not detected in 

a particular parking slot, the slot will be considered empty. The results of the number of cars and parking area 

slots will be sent to Node-RED. Node-RED allows the integration of various devices and services without the 

need for much coding. Node-RED is used to manage communication between Raspberry Pi, YOLO algorithm, 

and other hardware or software such as additional sensors, information displays, or web applications. Node-RED 

also has a dashboard feature that allows the creation of a visual interface to unify and manage the parking system. 

This dashboard can display parking space availability in real-time. This information can be accessed from a web 

browser or other device with an internet connection. 

 

2.3 Node-Red Design 

 Node-RED enables the integration of various devices and services without the need for much coding. In 

the context of a parking system, Node-RED can be used to manage the communication between the Raspberry Pi, 

the YOLO algorithm, and other hardware or software such as additional sensors, information displays, or web 

applications. When the Raspberry Pi detects a car in a parking slot, Node-RED can handle this data and send 

further information, such as updating the display in the user interface. A Node-RED flow diagram is shown in 

Figure 3. 

 
Figure 3. Block Diagram Flow Node-RED 

 

2.4 YOLOv8 Object Detection 

YOLOv8 (You Only Look Once version 8) represents the latest evolution in the YOLO series, designed 

for real-time object detection with improved efficiency, accuracy, and speed [12]. This version integrates detection 

and segmentation into a unified architecture, building upon the strengths of previous versions like YOLOv3, 

YOLOv4, YOLOv5, and YOLOv7. The YOLOv8 architecture is composed of several crucial components that 

work together to detect objects within images[13]. Below is a detailed explanation of each component such as 

Backbone, Neck, Head. The backbone is a convolutional network that extracts features from the input image [14]. 

YOLOv8 uses a lightweight yet powerful backbone inspired by modern architectures like CSP Darknet (Cross 

Stage Partial Network) and CSP ResNet. The backbone's main role is to capture various features at different levels 

of the image, such as edges, textures, shapes, and objects. The neck enhances the feature representation extracted 

by the backbone by merging information from different scales [15]. 
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YOLOv8 utilizes structures like FPN (Feature Pyramid Network) and PAN (Path Aggregation Network) 

to maintain high-resolution information across multiple feature levels, which is crucial for detecting objects of 

varying sizes. FPN (Feature Pyramid Network): Produces feature maps at different scales, which are then 

combined to enrich spatial and context-aware information at all resolution levels. PAN (Path Aggregation 

Network): Facilitates the bottom-up flow of information, improving the detection of smaller objects [16]. The 

head is responsible for making final predictions, including bounding boxes, confidence scores, and object 

classes[17]. YOLOv8 features multiple output heads connected to features at various scales, allowing the model 

to detect both large and small objects with high precision. Each head performs regression to generate bounding 

box predictions and object classification [18]. 

 

YOLOv8 can be implemented using deep learning frameworks like TensorFlow. It is suitable for 

applications requiring real-time object detection, such as video surveillance, self-driving systems, and augmented 

reality[19]. Additionally, with support for inference on resource-constrained devices, YOLOv8 is ideal for 

deployment on edge devices like smartphones and smart cameras [20]. YOLOv8 represents a significant 

advancement in object detection, offering an outstanding balance between speed and accuracy [21]. With its more 

efficient architecture and anchor-free approach, YOLOv8 is well-equipped to handle various challenges in 

complex environments for object detection. Figure 3 shows the architecture of YOLOv8. 

 

 
Figure 4. YOLOv8 object detection architecture 

 

3. RESULTS AND DISCUSSION 

The smart parking system uses the YOLO algorithm on Raspberry Pi and Node-RED is used to detect 

objects, such as cars to help vehicle users see empty and filled parking areas automatically. YOLO is a very 

efficient object detection algorithm and can be used in real-time systems. By utilizing the Raspberry Pi's 

computing capabilities, this system can operate independently and integrate with Node-RED to display smart 

parking data. Figure 4 shows the system developed successfully detects vehicles in real-time and manages parking 

space availability. 
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Figure 5. Car detection 

Integration with Node-RED allows for easier monitoring. This program display is very useful in 

monitoring parking status in an area, providing real-time information about available and occupied parking areas, 

making it easier to manage parking and minimizing the time spent looking for a parking space. Figure 5 shows 

the dashboard display of car detection integration with Node-RED. 

 
Figure 6. Car detection integration with Node-RED 

4. CONCLUSION 

The development of a real-time vehicle detection system using webcam, python pada raspberry pi, and 

Node-RED has been successfully carried out. This project utilizes computer image processing technology to detect 

moving vehicles in videos captured by live webcams. The use of Node-RED allows integration between the 

detection process and wider systems, such as the parking detection system that has been created. 

 

The smart parking system using YOLO with Raspberry Pi and Node-RED provides an effective solution 

for automatic object detection in the vehicle parking process. Despite some limitations, especially in the 

computing capabilities of the Raspberry Pi, this system shows great potential for application in a variety of 

automated parking applications in the future. Further optimization and use of more powerful hardware will make 

this system more reliable and ready for commercial use. 
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