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Recommendation systems have become one of the most widespread types of systems today, as they have become a 

necessity and a need. Recommendation systems can be defined as methods for presenting or marketing electronic 

products (in various forms) to users, with the selection of products based on the user's actual needs. This is achieved 

through the use of specific algorithms and methods to gauge the user's interest in the suggested products. Recently, the 

applications of recommendation systems have expanded beyond a single field or aspect, extending into many areas of 

life and science. Many methods have been developed and improved for building recommendation systems from naive 

to advanced ones. This study aims to provide a comprehensive overview of recommendation systems: definitions, 

objectives, and types, including the advantages and disadvantages of each type. 
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1. INTRODUCTION  

 In recent years, the need for recommendation systems has emerged due to the increased use of the 

Internet and the vast amount of data available, making it difficult for users to find everything they are searching 

for. Recommendation systems are defined as computational tools that suggest products to users that might be 

useful or interesting without the need for direct search. In other words, recommendation systems can be 

considered as filters that job is to filter data to suggest the most relevant once to the user. Recommendation 

systems have become an essential feature with benefits for both websites and users; Amazon, YouTube, 

Facebook, and Netflix are all having their own recommendation system. Today, recommendation system plays a 

major role in our daily web browsing, so we are all, in one way or another, use or benefit from recommendation 

systems. For instance, when a user on YouTube watches a video titled "Introduction to Python," other videos 

similar in content to the first video will be suggested. This not only benefits YouTube as a tool for promoting 

videos but also provides value to the users by offering content that automatically meets their needs. Similarly, 

when a user on online store, such as Amazon, purchases a specific product, Amazon will suggest other books 

with similar content or titles. In general, online suggestions, such as a book to read, a video to watch, a place to 

travel, or even a food to eat, are results of recommendation systems that have become an integrated service for 

many websites. 

In addition to what has been mentioned about recommendation systems, recommendations are not limited 

to suggest similar products but also related products, such as device accessories if there is any. For instance, 

when a user buys a laptop, suggestions may include headphones, a keyboard, or a mouse. 

Recommendation systems are built using various methods and algorithms, each with its own advantages 

and disadvantages. These methods are employed based on specific needs and the data available, as we will 

explore further. Generally speaking, the past user behavior plays the major role to build recommendation 

systems. In addition, other factors, such as product popularity, many also be considered. Figure 1 shows the 

overall and general types of recommendation systems. 

Recommendation systems field has been evolving very fast, and a lot of research has done into this field. 

Early approaches of building recommendation systems may generate their suggestions using simple similarity 

methods, such as cosine similarity. However, because of limitations that have faced the first-generation 

methods, new advanced machine learning methods have been introduced to overcome these limitations and to 

enhance recommendation accuracy. In the following sections, each type will be discussed in detail, including its 

definition, principles, advantages and disadvantages, along with a number of papers that have addressed each 

type. 
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Figure 1. Recommendation Systems Types 

 

2. CONTENT-BASED RECOMMENDATION SYSTEMS 

A content-based recommendation system (CBRS) is a type of recommendation system that suggests items 

to users based on user preferences and the characteristics of the content itself. Unlike other systems that rely on 

user interactions with other users, this method focuses on analyzing the features of content that users have 

shown interest in and making recommendations based on these features. For instance, if a YouTube user has 

searched for video of “Data Science in Python” then the content-based recommendation model will recognize 

the user preference and may suggest other videos that related to Data Science as well as additional Python-

related video. 

Practically, user-profile, item-content, and model-building are the main three parts to build a content-based 

recommendation engine. Where in user-profile matrix, each row represents a user, and each column represents a 

feature; while in Item- content matrix, each row represents an item, and each column represents a feature. These 

parts are shown in Figure 2. 

 

Figure 2. CBRS Parts 

 

2.1. Approach of CBRS 

  To develop a content-based recommendation system, different steps and algorithms should be implemented. 

Firstly, algorithms that transform text into numerical or vector representations, such as Bag-of-words, one-hot 

encoding, and TF-IDF (Term Frequency-Inverse Document Frequency), need to be employed. Also, word 

embedding’s techniques may be used to represent text as features with the advantage of capturing the context of 

words. Methods such as Word2Vec, GloVe, and FastText can be used to represent text as dense vectors to 

obtain more accurate results of recommendation systems. The topic of converting text into numerical data has 

been addressed in various independent studies and research papers, such as [6][4][8].  

After the numerical representation of the data is created, similarity algorithms, such as cosine similarity are used 

to find similarities. Jaccard similarity and Euclidean distance are other similarity algorithm that may be used 

instead of cosine similarity to compute similarities. Similarity algorithms have been studied in various papers 

such as [1][13][18][24][29][41]. 

2.2 Advantages and Disadvantages of CBRS 

User-independence can be considered as the main advantage of content-based recommendation system. 

Meaning that all the suggestions will be introduced based on the past user preferences, and no neighbor is 

considered. As a result, all the new suggested items are fit to the user interest, unlike other methods. Moreover, 

unlike other recommendation types, using content-based recommendation systems, new users can get 

suggestions without problems, specifically referring to the cold-start problem that will be discussed later. This 

makes it suitable for electronic platforms that lack user data. 

However, neglecting to consider nearby users or items may also lead to disadvantages which is over-

specialization and limitations in the suggestion list, meaning that users will only get suggestions related to 

domain that they are already known. 
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2.3 Research Papers on CBRS 

Content-based recommendation system type was discussed in detail in various survey papers, such as 

[31][27][19]. Moreover, this recommendation type has been used to address different recommended problems. 

For instance, in [45], a content-based recommendation was introduced for computer science publications to 

suggest suitable journals or conferences based on the abstract of the research paper. Also, in [28], a content-

based type was adopted to enhance tagging recommendation on social media platform. Authors in [42] 

introduced a content-based recommendation system by implementing a multi-attribute method to calculate 

similarities. 

 

3. COLLABORATIVE- FILTERING RECOMMENDATION SYSTEMS 

Another very popular type of recommendation systems is Collaborative-Based filtering (CFRS). The main 

concept behind this kind is to use the power of sociality to make suggestions. More clearly, the neighbors of a 

particular user, play the main role to find recommendation items. Therefore, to implement a collaborative-based 

recommendation system and make suggestions for a user (named User A, for example), the similar users of User 

A must first be identified. Finding similar users means to recognize users’ behavior and how they interact with 

items. Therefore, the main step of developing this type is to build a matrix that represents how a particular user 

interacts with a particular item. The main assumption behind this type is that: users who have shown same 

interest in the past, they will probably show the same interest in the future. 
3.1 Approach of CFRS 

Collaborative-based filtering can be classified into two sub-categories, named: item-based filtering and 

user-based filtering. In the first type, similarities between items are calculated. The goal is to find how, for 

instance, Item A is similar to Item B based on how they were rated by users. In contrast, in the second type, 

similarities between users are measured. The goal is to find how for example, User A is similar to User B based 

on the past behavior (purchased, rated, etc...).  Collaborative-based recommendation systems can be 

implemented even using a memory-based approach or model-based approach. In memory-based approaches 

similarities are calculated directly using similarity algorithms such as cosine similarity and Jaccard similarity. 

This approach has been used in many research papers, such as [26][83].  In model-based approaches machine 

learning algorithms are used to discover the hidden pattern with data and try to predict the unrated items. K-

Means machine learning algorithm was used in [3] to build a collaborative filtering recommendation system. 

While KNN algorithm was used in [11][22] to develop a movie recommender system. Beside the direct use of 

machine learning algorithm, matrix factorization is one of the most common approaches to build a model-based 

recommendation system. Matrix factorization, works by dividing the main ratings matrix that has all users and 

items into two smaller matrices (user matrix and item matrix) in a way that the original matrix can be 

approximated by multiplying the two small matrices. In user-matrix, each user is represented as vector that 

captures the user’s preferences. While in item-matrix, each item is represented as vector that captures the 

characteristics of the item. After generating the above two matrices, the next step is to build a model on 

available rating data, so unavailable ratings can be predicted. More clearly, if there was a user X who has not 

rated item A, the rated value can be predicted by multiplying the vector of user X with the vector of item A. A 

model can be built using different machine learning algorithms such as Singular Value Decomposition (SVD) 

and K-Nearest Neighbors (KNN). Matrix factorization was introduced in many papers, such as [22][38]. 
3.2 Advantages and Disadvantages of CFRS 

Beside the accuracy and simplicity of implementation, one of the main advantages of collaborative-based 

recommendation systems type is the ability of generating a wide range of recommendations. Moreover, this kind 

is appropriate to implement when information about items is not available, since it does not depend on content’s 

attributes. However, this type also has its limitations and problems. The cold-start problem is the main issue of 

collaborative-based recommendation systems. This problem appears with new users where there is no data 

available, so find and calculate the neighbors is impossible. Cold start problems have been addressed in many 

papers such as [34][11][1][32][11][36][11][11][23][33][43][44][46] and different solutions have been 

introduced to overcome this problem. In addition, heavy computations is another problem that need to be 

considered while developing a collaborative-based recommendation system. For clarity, supposing that a dataset 

has 1,000,000 users, and 5,000 items, so to find similarities of one user, comparisons with the other 999,999 

users need to be calculated. Moreover, bias to popularity is another issue that may appear causing that lesser-

known products, that might be valuable, will not be discovered. 
3.3 Research Papers of CFRS  

A collaborative filtering recommendation system was introduced in many research papers, some of which 

will be mentioned below. In [35] a multi-level collaborative filtering recommendation system was introduced to 

improve the suggestions. Moreover, Item-based method was adopted in [40] to introduce a collaborative 

filtering engine. Also, a research paper recommender system was introduced in [11] based on collaborative 

filtering method. In addition, authors in [33] were discussed this type of recommendation in detail.  
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4. HYBRID SYSTEMS 

Different and various types of recommendation systems can be combined together to introduce a hybrid 

recommendation system that may overcome limitations and short-comes that a particular recommendation 

system type may have. To build a hybrid recommendation system, some approaches may be applied, such as 

Weighted method, Mixed method, and Cascade method.  In Weighted method use various recommendation 

approach in parallel, and the results will be combined with specific weights to make the final recommendations. 

While in Mixed method the suggestions are generated separately then they are mixed before sending to the user. 

In contrast, using Cascade method, recommendation methods are implemented sequentially. Meaning that the 

outcomes of the first method may be refined by the second method to introduce the final recommendations. The 

hybrid approach of building a recommendation system was discussed in many papers, some of which will be 

mentioned below. For instance, authors in [39] discussed the hybrid approach to introduce a movie 

recommendation system. A new approach to build a movie hybrid recommendation system was introduced in 

[5]. A hybrid recommendation system was also presented in [15][25] using collaborative filtering and content-

based filtering. A hybrid-based approach was also adopted in [9] to build a movie recommendation system. 

There are other types of recommendation systems that are less common and used on a smaller scale, such as 

Popularity-Based Recommendation System that made suggestions based on the most popular items among all 

users. The recommendations are typically based on factors such as highest number of views, ratings, or 

purchases that an item has received [21]. There is also a Location-Aware Recommendation System type, which 

provides suggestions based on the user's geographic location [31]. In contrast, Context-Aware Recommendation 

System, suggests items based on various contextual factors, including the user's current situation, environment, 

or activity [2]. 

 

5. CONCLUSION 

Without doubt, recommendation systems have become part of our daily online browsing. Online stores, 

social media platforms, and other websites have their own build-in recommender system. In this work, author 

tried to introduce a comprehensive study of recommendation system types, including their concepts, advantage 

and disadvantage. Also, many related papers that address recommendation systems were mentioned in this 

study. The aim was to provide other researchers, who interested in this field, with information that may need to 

begin their own research in this important area. 
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