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Abstract 

 

This study aimed to analyze sentiment in office product reviews by using word embedding with three neural 

network modeling approaches: Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), and 

Gated Recurrent Units (GRU). Office product review data is taken from Amazon's reviews of office products 

covering a wide range of sentiments. Word embedding converts text into a numerical vector representation for 

neural network processing. Experimental comparison of this model reveals that CNN achieves the highest 

accuracy, 77.99%. The CNN model effectively extracts significant features from review text, improving sentiment 

classification performance. Although the LSTM and GRU models show satisfactory results, they do not match 

CNN performance. These findings demonstrate the effectiveness of word embedding and neural networks for 

sentiment analysis in office product reviews. This provides valuable insights for companies to improve their 

products based on user feedback from online reviews. Additionally, this research serves as a foundation for further 

advances in sentiment analysis across a wide range of other products and services. 
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1. INTRODUCTION 

Studying product reviews from customers holds 

immense importance in the business world. Customer 

reviews provide valuable insights into the perceptions, 

opinions, and experiences of consumers with specific 

products or services. This information is highly 

beneficial for companies in several ways. 

Firstly, analyzing product reviews allows 

businesses to understand the strengths and weaknesses 

of their offerings. By studying customer feedback, 

companies can identify the aspects of their products 

that are well-received and appreciated, enabling them 

to further enhance and highlight these positive 

features. On the other hand, negative reviews provide 

valuable feedback on areas that need improvement, 

allowing companies to address any issues and make 

necessary adjustments to enhance customer 

satisfaction. 

Studies have demonstrated the importance of 

analyzing customer reviews in order to improve the 

quality of products [1]. They conducted a study on 

sentiment analysis of customer reviews for a range of 

products and found that companies can identify 

specific areas of improvement based on customer 

feedback. This approach enables companies to make 

data-driven decisions and enhance product 

development strategies. 

Secondly, customer reviews serve as a powerful 

tool for reputation management. Positive reviews act 

as testimonials, showcasing the satisfaction and 

positive experiences of customers, which can 

significantly influence the purchasing decisions of 

potential buyers. Conversely, negative reviews 

highlight areas of concern and give companies an 

opportunity to respond and rectify any issues, 

demonstrating their commitment to customer service 

and resolving problems. 

Customer reviews have been shown to play an 

important role in managing online reputations [2]. 

They found that companies that actively engage with 

customers and respond to their feedback, both positive 

and negative [16], can improve their online reputation 

and build trust with consumers. 

https://creativecommons.org/licenses/by/4.0/
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Furthermore, studying product reviews enables 

businesses to gain a competitive edge in the market. 

By analyzing customer feedback, companies can 

identify emerging trends, preferences, and demands, 

allowing them to tailor their products and services to 

meet the evolving needs of their target audience. This 

customer-centric approach can help companies stay 

ahead of the competition, attract new customers, and 

retain existing ones. 

In conclusion, studying product reviews from 

customers is crucial for businesses to gain insights, 

improve their offerings, manage their reputation, and 

stay competitive. By actively analyzing and leveraging 

customer feedback, companies can make informed 

decisions, enhance customer satisfaction, and 

ultimately drive business growth. 

This study focuses on the analysis of a dataset 

consisting of reviews of office products from Amazon 

annotated with sentiment labels. The dataset 

undergoes pre-processing steps, such as text cleansing, 

tokenization, and stopword removal. To convert 

textual data into numeric vectors, word embedding, 

which captures the semantic meaning of the word, is 

used. 

This study focuses on CNN and LSTM models in 

office product reviews. In addition to the CNN and 

LSTM models, the author introduces the 

GRU+Multihead method. By combining a Gated 

Recurrent Unit (GRU) architecture with Multihead 

Attention, this novel method enhances the model's 

ability to capture sequential information and pay 

attention to relevant features in office product review 

text. 

The experimental results show that the CNN 

model is most effective for sentiment analysis of office 

product reviews. In addition, the LSTM and GRU 

methods show definite performance, with performance 

almost on par with CNN in terms of accuracy and other 

evaluation metrics. 

 

2. RELATED WORK 

The study [3] presents a novel approach to movie 

review sentiment analysis using convolutional neural 

networks (CNN) and short-term memory networks 

(LSTM). The main objective of this study is to 

improve the accuracy of sentiment analysis in the 

context of film reviews. The study began by collecting 

a dataset of film reviews, including positive and 

negative sentiment labels. The weights and biases of 

the CNN-LSTM hybrid model were optimized using 

backpropagation and gradient descent to minimize the 

loss function and increase the accuracy of sentiment 

prediction [16]. The experimental results show that the 

CNN-LSTM hybrid model achieves higher accuracy 

and better sentiment analysis performance than the 

traditional approach. The integration of CNN and 

LSTM enabled the model to effectively capture local 

and sequential features, resulting in more accurate 

sentiment predictions for film reviews. 

Contextual insights can be used to explore product 

reviews using LSTM networks and word embedding 

[4]. This research harnesses the power of deep learning 

techniques to gain a deeper understanding of product 

context and sentiments. Word embeddings such as 

Word2Vec or GloVe are used to represent words as 

numeric vectors that capture semantic information. 

The experimental results showed that the in-depth 

LSTM model, along with word embedding, effectively 

generated contextual insights from product reviews. 

The model achieves high accuracy in sentiment 

prediction and provides valuable contextual 

information that helps understand review nuances. 

3. RESEARCH METHOD 

By expressing words as dense numerical vectors 

and using machine learning, word embedding 

revolutionizes the analysis of product reviews. This is 

done by allowing computers to comprehend the 

context and sentiments represented in the text. 

Businesses can extract specific product features 

customers talk about and positive and negative 

feelings from customer feedback. This is done using 

techniques like sentiment analysis and aspect-based 

sentiment analysis. Companies may automate and 

expand their review research and make data-driven 

decisions to increase customer satisfaction and their 

products and services by utilizing word embedding 

and machine learning. 

3.1 Data Source 

The "Office product reviews" dataset, available at 

the Stanford Network Analysis Project (SNAP) 

website, contains 800,357 reviews of office products 

from Amazon. It includes information about the 

reviewers, products, ratings, helpfulness, and 

timestamps. This dataset is valuable for studying 

customer feedback and sentiment towards office 

products, and it can be used for tasks such as sentiment 

analysis and understanding customer preferences in 

the office product market. 

The cleaning process was performed to remove 

incomplete or inaccurate data by removing null data. 

This is critical because incomplete or inaccurate data 

can affect model performance. After the cleaning 

process was completed, the dataset was divided into 

two parts: the training set and the test set. The training 

set consisted of 80% of the data, whereas the test data 

consisted of 20% data. The training set was used to 

train the model, and the test set was used to evaluate 

the model's performance. 

3.2 Analysis of Variance (ANOVA) 

ANOVA, or Analysis of Variance, is a statistical 

technique used to compare means across two or more 

groups and determine if there are significant 

differences between them. It is widely employed in 

data science and various research fields to analyze the 

impact of categorical independent variables on a 

continuous dependent variable. 
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In ANOVA [5][11], the total variation in the data 

is partitioned into two components: variation within 

each group and variation between the groups. The 

analysis aims to determine whether the observed 

between-group differences are statistically significant 

or simply due to random variation. ANOVA calculates 

an F statistic, which is used to assess the significance 

of these differences. 

ANOVA offers several advantages in data science 

analysis. It allows for the simultaneous comparison of 

multiple groups, providing a more efficient and 

comprehensive analysis compared to conducting 

pairwise t-tests. ANOVA also provides insights into 

the magnitude of the observed differences and can 

account for potential interaction effects between 

independent variables. 

 

3.2 Machine Learning 

Deep learning is a potent branch of machine 

learning that focuses on building multi-layered 

artificial neural networks that analyze and comprehend 

complex data representations. Deep learning 

algorithms can extract high-level characteristics from 

enormous volumes of data and learn complex patterns 

by utilizing these powerful neural networks. This 

enables machines to execute tasks like speech 

recognition, natural language processing, and image 

recognition with remarkable accuracy. Deep learning 

has significantly advanced many disciplines, including 

computer vision, natural language processing, and data 

analytics. This has paved the way for creative 

applications and game-changing developments in 

artificial intelligence. Deep learning can automatically 

learn from data and adapt. 

 

Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) [12] are 

a class of deep learning models widely used for various 

computer vision tasks, including image classification 

and object recognition. CNNs have revolutionized the 

field of computer vision due to their ability to 

automatically learn meaningful representations from 

raw pixel data. The core concept behind CNNs is the 

convolutional layer, which applies a set of learnable 

filters or kernels to the input image, extracting local 

features while preserving spatial relationships. 

The formula for the convolution operation in a CNN 

can be expressed as follows: 

𝐶(𝑖, 𝑗) = ∑ ∑ 𝐼 (𝑖 + 𝑚, 𝑗 + 𝑛).

𝑁−1

𝑛=0

𝑀−1

𝑚=0

 𝐾(𝑚, 𝑛) (1) 

where 𝐶(𝑖, 𝑗) represents the output at position (𝑖, 𝑗), 

𝐼(𝑖 + 𝑚, 𝑗 + 𝑛) is the input pixel value at position (𝑖 +
𝑚, 𝑗 + 𝑛), 𝐾(𝑚, 𝑛) denotes the kernel weight at 

position (𝑚, 𝑛), and 𝑀 and  𝑁 represent the size of the 

kernel. 

The research of one of the researchers contributed 

to the development of CNN [6]. The authors 

introduced the LeNet-5 architecture, which featured a 

convolutional layer followed by pooling layers and 

fully connected layers. This pioneering work 

demonstrated the effectiveness of CNNs in 

handwritten digit recognition and laid the foundation 

for subsequent advancements in the field. 

Since then, numerous variations and 

improvements to CNN architectures have been 

proposed. In particular, the visual geometry group 

(VGG) [7] network achieves state-of-the-art 

performance on ImageNet datasets by leveraging a 

deeper architecture with smaller convolutional filters. 

This work highlighted the importance of depth in 

CNNs and inspired the development of deeper 

networks, such as the popular ResNet and Inception 

models. 

In conclusion, CNNs have revolutionized 

computer vision by automatically learning meaningful 

features from raw pixel data. They have become 

fundamental tools for various tasks, and their 

effectiveness has been demonstrated through 

innovative works such as LeNet-5 [6] and VGG 

networks [7]. 

 

Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a type of 

recurrent neural network (RNN) architecture that is 

particularly effective in modeling sequential data, such 

as natural language processing and time series 

analysis. LSTMs address the vanishing gradient 

problem associated with traditional RNNs by 

incorporating memory cells and gates that control the 

flow of information. This enables LSTMs to capture 

long-term dependencies and learn complex patterns 

over extended sequences. 

The key components of an LSTM cell include an 

input gate (𝑖𝑡), a forget gate (𝑓𝑡), an output gate (𝑂𝑡) 

a memory cell (𝑐𝑡) and a hidden state (ℎ𝑡). The 

formulas governing the operations of an LSTM cell are 

as follows: 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥 . 𝑥𝑡 + 𝑊𝑖ℎ. ℎ(𝑡−𝑖) + 𝑏𝑖 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥 . 𝑥𝑡 + 𝑊𝑓ℎ. ℎ(𝑡−𝑖) + 𝑏𝑓  

𝑜𝑡 = 𝜎(𝑊𝑜𝑥 . 𝑥𝑡 + 𝑊𝑜ℎ . ℎ(𝑡−𝑖) + 𝑏𝑜   

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑔𝑥 . 𝑥𝑡 + 𝑊𝑔ℎ. ℎ(𝑡−𝑖) + 𝑏𝑔 

𝑐𝑡 = 𝑓𝑥. 𝑐𝑡 + 𝑖𝑡 . 𝑔𝑡 

ℎ𝑡 = 𝑜𝑡 . tanh (𝑐𝑡) 

(2) 

where 𝑥𝑡  represents the input at time step 𝑡, 𝜎 

denotes the sigmoid activation function, 𝑊 and 𝑏 are 

the weight matrices and bias vectors, and ⋅ indicates 

matrix multiplication. 

The LSTM architecture was introduced in 1997 

[8]. Their groundbreaking paper proposed the LSTM 

model as a solution to the vanishing gradient problem 

in RNNs. They demonstrated the effectiveness of 

LSTM networks in various tasks, including speech 

recognition and language modeling, highlighting their 

ability to capture long-term dependencies. 

Since its inception, LSTM has become one of the 

most popular and widely adopted RNN architectures. 

Its effectiveness has been demonstrated in numerous 

applications, including machine translation, sentiment 

analysis, and speech recognition, among others. 
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In conclusion, LSTM networks have revolutionized 

the modeling of sequential data by addressing the 

vanishing gradient problem and capturing long-term 

dependencies [13]. The LSTM architecture [8], has 

become a fundamental tool in various fields and 

continues to drive advancements in sequence 

modeling. 

 

Gated Recurrent Unit (GRU) 

Gated Recurrent Unit (GRU) is a variant of the 

recurrent neural network (RNN) architecture that 

addresses the vanishing gradient problem and offers an 

efficient alternative to Long Short-Term Memory 

(LSTM) networks. GRUs utilize gating mechanisms to 

control the flow of information through the network, 

enabling them to capture and propagate relevant 

information over long sequences [14]. 

Similar to LSTM, GRU cells consist of an update 

gate 𝑧𝑡, a reset gate 𝑟𝑡, and a candidate activation ℎ𝑡
′ . 

The formulas governing the operations of a GRU cell 

are as follows: 

𝑧𝑡 = 𝜎(𝑊𝑧𝑥. 𝑥𝑡 + 𝑊𝑧ℎ . ℎ(𝑡−𝑖) + 𝑏𝑧 

𝑟𝑡 = 𝜎(𝑊𝑟𝑥 . 𝑥𝑡 + 𝑊𝑟ℎ . ℎ(𝑡−𝑖) + 𝑏𝑟  

ℎ𝑡
′ = 𝜎(𝑊ℎ𝑥 . 𝑥𝑡 + 𝑊ℎℎ . (𝑟𝑡 ⊙ ℎ𝑡−1 + 𝑏ℎ)  

ℎ𝑡 = (1 − 𝑧𝑡) ⊙ ℎ(𝑡−1) + 𝑧𝑡 ⊙ ℎ𝑡
′   

(3) 

where 𝑥𝑡  represents the input at time step 𝑡, 

𝜎 denotes the sigmoid activation function, ⊙ indicates 

element-wise multiplication, and 𝑊 and 𝑏 are the 

weight matrices and bias vectors. 

It was introduced in 2014 [1] that the GRU 

architecture was developed. Their seminal paper 

presented GRUs as a simplified variant of LSTM, 

demonstrating comparable performance on various 

sequential tasks while requiring fewer parameters. 

GRUs were shown to effectively capture long-term 

dependencies and exhibit better training efficiency 

than LSTM. 

Since its introduction, GRU has gained 

widespread popularity and has been successfully 

applied to various domains, including natural language 

processing, speech recognition, and machine 

translation. Its efficiency, simplicity, and competitive 

performance have made GRU a popular choice for 

modeling sequential data [15]. 

In summary, GRU networks offer an efficient and 

effective solution for modeling sequential data. GRUs 

utilize gate mechanisms to capture long-term 

dependencies while maintaining computational 

efficiency [9]. Their simplicity and competitive 

performance have established GRUs as a valuable tool 

in various applications. 
 

4. RESULT AND DISCUSSION 

The Figure Data distribution for the review class, 

illustrates the data distribution for the "Overall" class 

in the dataset used in this study. This data distribution 

provides an overview of the sample distribution across 

the different "Overall" classes present in the dataset. In 

sentiment analysis and product review classification, 

the "Overall" class represents the overall sentiment or 

rating of a product. This data distribution provides 

valuable insights into the balance or imbalance of 

sample sizes within each "Overall" class. 

In Figure 1, the x-axis represents the available 

"Overall" classes, while the y-axis indicates the 

number of samples in each class. Data distribution 

reflects a balanced or imbalanced distribution. If there 

is a significant difference in the number of samples 

across each "Overall" class, the data distribution 

shows varying bar heights on the graph. 

Understanding the data distribution for the "Overall" 

class is crucial for comprehending the relationship 

between the sample sizes within each class and the 

classification outcomes generated by the model. In the 

case of imbalanced data distribution, the classification 

results in the majority class tend to have a greater 

impact on the overall model evaluation. 

 
Figure 1: Data distribution for the review class 

 

The results of the modeling using the ANOVA 

method are shown in ANOVA Test Results. This 

provides a clear visualization of the features that 

significantly influence the target and aims to evaluate 

the relative importance of each feature to the target 

variable to be predicted. If the ANOVA significance 

value is high, this indicates that the feature has a 

significant influence on the target. The visualization 

presented in Figure 2 shows that the "summary" 

feature has the greatest influence on the target 

(overall). Furthermore, the data used in this study only 

uses the "summary" and "overall" features for word 

embedding processing. 

 
Figure 2. ANOVA Test Results 
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Figure Results of machine learning model 

accuracy, displays a visual representation of the test 

results obtained from the analysis of office product 

reviews using the LSTM, CNN, and GRU methods. 

The purpose of this test is to compare the performance 

of the three methods in the sentiment analysis of office 

product reviews. The results depicted in Figure 3 

provide an overview of the relative performance of 

LSTM, CNN, and GRU in terms of accuracy. Through 

this visualization, it is easy to observe and compare the 

test results of the three methods. 

Based on Figure 3, several conclusions can be 

drawn regarding this method's performance. For 

example, if CNN exhibits higher accuracy than LSTM 

and GRU, it may be more effective at office product 

review sentiment analysis. CNN's highest accuracy of 

77.99% was obtained in the 3rd epoch. On the other 

hand, LSTM or GRU also performed well although not 

as well as CNN in this experiment. The highest 

accuracy value for LSTM is 77.96% while the highest 

accuracy value for GRU is 77.97%. Based on this data, 

it is evident that the accuracy of the three models is 

relatively equal, and that they are suitable for 

sentiment analysis of office products. 

 
Figure 3. Results of machine learning model 

accuracy 

 

In Figure Loss generated by machine learning, the 

x-axis indicates the number of epochs or iterations 

performed during training, and the y-axis indicates the 

model loss value. The model loss change curve in 

Figure 4 provides information about the extent to 

which the model experiences a decrease in error as the 

training progresses. 

 
Figure 4. Loss generated by machine learning 

 

When the model loss curve increases as the 

training progresses, this indicates that the model 

cannot reduce errors or errors during the learning 

process. This can be caused by several factors, such as 

the complex model architecture, dataset size that is too 

small, or training conditions that are not optimal. 

An increase in model loss may indicate that the 

model is unable to learn the patterns in the dataset 

properly or may experience overfitting, where the 

model "memorizes" the training data too much, so that 

it cannot be generalized properly to new data. 

In the process of training a neural network, we can 

compare the time taken for an epoch, which represents 

a complete training cycle, across the three different 

types of architectures. Let us now examine the average 

time estimates for an epoch in each architecture. 

LSTM networks typically require approximately 152 s 

per epoch. LSTMs are generally used to process 

sequential data, and are known for their ability to 

handle long-term dependencies. The CNN architecture 

typically completed an epoch of approximately 120 s. 

The GRU network, similar to LSTM, showed an 

average epoch of approximately 148 s. The GRU 

model is often used for sequential data modeling and 

has the advantage of maintaining short-term 

information. 
 

5. CONCLUSION 

The test results show that three methods, namely 

LSTM, CNN, and GRU play a significant role in the 

sentiment analysis of office product reviews. Each 

method has strengths and weaknesses when dealing 

with this task. CNN has the highest accuracy with the 

shortest epoch cycle time. LSTM accuracy is the 

lowest and takes the longest time. GRU has medium 

accuracy with medium epoch time. 

The selection of an appropriate method depends 

on the specific context of the sentiment analysis and 

the characteristics of the dataset. Based on the test 

results, it is suggested that LSTM, CNN, and GRU be 

considered for sentiment analysis of office product 

reviews, choosing the method that best suits the 

research objectives and requirements. 

This study serves as an initial foundation for the 

further development of sentiment analysis of office 

product reviews. Future research may involve 

exploring other methods, optimizing models, 

incorporating additional features, or adapting to more 

specific contexts and types of product review. 
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