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Abstract 

 

Diabetes mellitus is a deadly disease caused by the failure of the pancreas to produce enough insulin. Indonesia 

ranks fifth in the world with the number of people with diabetes in 2021 at around 19.47 million, and this number 

continues to increase. One of the main challenges in diabetes management is to make the right classification 

between type 1 and type 2 diabetes, as misdiagnosis can result in inappropriate treatment and worsen the patient's 

condition. This study uses a machine learning approach to compare Decision Tree and Random Forest methods in 

classifying type 1 and type 2 diabetes mellitus. The goal is to identify the most effective model in predicting the 

type of diabetes based on medical record data. The comparison was done using k-fold cross validation and 

confusion matrix. The results showed that Random Forest provided an average accuracy of 94%, while Decision 

Tree reached 93% during cross validation testing. Although both models were able to perform well in 

classification, Random Forest showed a more stable performance and a slight edge in accuracy over Decision Tree. 

Evaluation with the confusion matrix showed that the Decision Tree model achieved 93% accuracy compared to 

Random Forest's 91%. In addition, the Decision Tree model also had a lower number of prediction errors, 7, 

compared to 9 for Random Forest. The most influential variables in classification also differed between the two 

models, showing the unique advantages and characteristics of each approach.  
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1. INTRODUCTION 

Diabetes mellitus is a chronic metabolic disorder 

when the patient's body does not produce enough 

insulin or the patient's body cannot utilize insulin 

properly, causing excessive blood sugar in the body, 

which often causes complications in the organs of the 

body [1]. Types of diabetes mellitus are classified into 

type 1, type 2, and gestational based on increased 

blood sugar levels caused by autoimmune and lifestyle 

factors. However, type 1 and type 2 are the most 

common [2]. 

In Indonesia, there were 19.47 million diabetic 

patients in 2021, showing an annual increase in the 

number of diabetics. Data collected by the 

International Diabetes Federation (IDF) shows that the 

number of diabetics in Indonesia is expected to 

increase to 23.32 by 2030 [3]. Recent research shows 

that 40% of cases of type 1 diabetes in adults over 30 

are often misdiagnosed as type 2 diabetes. One of the 

main concerns is the assumption that adults are more 

likely to have type 2 diabetes, and some adults with 

type 1 diabetes may not need insulin at diagnosis, 

leading to symptoms similar to type 2 diabetes. This 

misdiagnosis results in improper treatment, negatively 

impacting the patient's quality of life and survival [4]. 

Prevention of diabetes mellitus is necessary with 

medical personnel and mathematical quantitative 

models, to prevent DM with early detection and 

promote a healthy lifestyle [5]. The purpose of this 

model approach is to use machine learning. Machine 

learning is a type of Artificial Intelligence (AI) that 

uses data and algorithms to mimic the way humans 

learn. The goal is to improve the accuracy and 

precision of predictions. One of the common 

techniques used in machine learning is classification.  
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Classification is the process of creating a function 

or model that describes a class on a data or concept to 

predict the class of an object whose label has not yet 

been obtained [1]. In this study, classification 

techniques were used to predict patients suffering from 

type 1 and type 2 diabetes. The classification process 

can be done with several algorithms, namely Decision 

Tree and Random Forest. Decision Tree is a prediction 

model for a decision using a tree structure or hierarchy 

and looking for a solution to a problem by using 

criteria as interconnected nodes to form a tree 

structure. Each tree has branches, these branches 

represent all the traits that must be met to grow to the 

next branch until those branches end up in the leaves 

[6]. Random Forest is a development of the 

Classification and Regression Trees (CART) that uses 

bootstrap techniques aggregating (bagging) and 

random selection of features to form a set of decision 

trees in classifying data [7]. This method is effective 

because it can overcome overfitting and works fast on 

large datasets, but tends to overfitting on unbalanced 

datasets [8]. 

Research conducted by [9] shows that the 

Decision Tree method in classifying best-selling 

products (private data) obtained a result of 90% and an 

AUC value of 0.709, this value is included in Good 

Classificataion. Research conducted by [10] indicates 

that Random Forest and Decision Tree in the 

classification of interphylity diseases obtained 

Random Forest results are a superior method of 1.3% 

when compared to Decision Tree C4.5, which is 

87.20% with 85.90% in predicting accuracy in Fertility 

Dataset. After that, the research conducted by [11] in 

the classification of type 2 diabetes mellitus using the 

Logistic Regression, Decision Tree, and Random 

Forest showed the highest accuracy of 97.1%. research 

conducted by [12] in determining student achievement 

using the K-Means algorithm to group students into 

clusters based on certain characteristics, and 

implementing Decision Tree to classify student 

learning achievement. The test results showed a 

prediction accuracy of 71%. 

This study compares Decision Tree and Random 

Forest in classifying diabetes mellitus. The purpose of 

this study was to find out to what extent Decision Tree 

and Random Forest can improve the accuracy and 

reliability of classification models when aiding in the 

diagnosis and management of diabetes mellitus. 

2. RESEARCH METHODS 

2.1 Decision Tree 

A decision tree is a type of tree structure in which 

the test attribute is represented by each node, the test 

result is represented by each branch, and a particular 

class group is represented by each leaf node. A 

decision tree's root, which is often the property having 

the biggest impact on a certain class, is the highest 

level of nodes. Decision trees often employ a top-down 

search approach to locate answers. A new class is 

established in accordance with the findings of the 

attribute value testing procedure, which involves 

tracing the path from the root node to the leaf node [9]. 

A sample of data whose class is unknown is classified 

into existing classes using a decision tree. 

The following are the steps involved in creating a 

decision tree [1]: 

1. Selecting a root attribute 

2. Make a branch for every attribute value. 

3. Assigning cases to every branch 

4. Choosing the attribute with the greatest gain value 

among all currently available attributes, repeat this 

procedure on each branch until all cases in each 

branch have the same class to designate the 

attribute as the root. The following formula is used 

to get this gain value: 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑖 (𝑆) − ∑ − |
𝑆𝑖

𝑆
| ×𝑛

𝑖=1

𝐸𝑛𝑡𝑟𝑜𝑝𝑖 𝑆𝑖             (1) 

 

Information: 

𝑆 = declares the case set 

𝐴 = declare the 

𝑛 = expresses the number of partitions of attribute A 

|𝑆𝑖| = states the number of cases in the ith partition 

|𝑆| = states the number of cases in s 

 

Meanwhile, to generate the Entropy value with the 

following formula: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑ −𝑃𝐼 log2 𝑃𝑖
𝑘
𝑖=1            (2) 

 

Information: 

𝑆 = declares the case set 

𝑘 = expresses the number of partitions 𝑆 

𝑃𝑖  = expresses the probability obtained from the total 

number of samples. 

The following are some common characteristics 

of Decision Trees [13]: 

1. Decision Tree is a nonparametric approach to 

building a classification model 

2. The technique used to build the Decision Tree 

allows for the rapid creation of models from large 

training sets 

3. Decision Trees with small tree sizes are relatively 

easy to interpret 

4. Decision Tree provides an expressive overview 

of learning discrete value functions 

5. Decision Tree is quite resistant to noise, 

especially for methods that can handle overfitting 

issues 

2.2 Random Forest 

Breiman introduced Random Forest in 2001. 

Random Forest has two main goals in solving 

problems, namely to perform classification and 

regression using multiple decision trees [14]. Random 

Forest is an ensemble method that improves 
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classification accuracy by combining multiple 

classification methods. A Random Forest consists of a 

set of Decision Trees, and the more decision trees 

used, the more powerful the Random Forest algorithm 

becomes. In each decision tree, the data starts from the 

root and moves to the leaf to determine the class or 

prediction value of the data. [15]. The number of 

decision trees in a Random Forest affects the accuracy 

of the overall random structure. 

Random Forest works by building multiple 

decision trees and generating predictions in the form 

of class modes or averages from individual decision 

tree outcomes. The Random Forest concept combines 

multiple random decision trees into a model because 

the number of decision trees affects the accuracy and 

stability of the model as a whole. [16]. [17] said in the 

decision tree, the process begins by calculating the 

entropy to assess the level of impurity of the attributes, 

and then the information gain value is used to 

determine which attributes will be used to perform the 

data separation. The calculation of entropy refers to the 

formula as defined in equation (5), while the 

information gain is calculated using equation (6). 

Entropy (Y) =  − ∑ pi log2 (pi)
n
i=1                       (3) 

Equation (5) is a set of cases, and is the proportion of 

the number of class samples to the total number of 

samples.Y pii 

information gain (Y, a) = Entropy (Y) −

 ∑
|Yi|

|Y|
 entropy (Yi)n

i=1                                           (4) 

Formula (6) The number of divisions that the 

attribute 

𝑎 produces is n, and an is the attribute that is being 

assessed. Whereas |Y| represents the overall number of 

instances in 𝑌, |Yi| represents the number of cases 
in partition i. The following is how the Random 

Forest algorithm works [10]:  
1. Indicates how many trees (k) were chosen out of 

a total of m features, where k is smaller than m. 

2. For every tree in the dataset, N random samples 

are selected. 

3. A subset of predictors, m < p, where p is the 

number of predictor variables, is randomly 

selected from each tree. 

4. Until there are as many trees as possible, the 

procedures from the second and third phases are 

repeated. 

5. The prediction results come from the 

categorization results with the highest number of 

votes, up to a maximum of k trees. 

The advantages of the Random Forest Algorithm 

are that it can produce relatively low errors, has good 

classification performance, and is suitable for big data. 

2.3 K-Fold Cross Validation 

The k-fold cross validation method, which 

generalizes, divides the data into equal-sized sections. 

One partition is chosen for the test data during the 

procedure, while the remaining partitions are utilized 

for the training data. To ensure that every partition is 

utilized for the test data precisely once, this procedure 

is done several times. The size of the data set is set to 

k = N via the k-fold cross validation procedure. The 

benefit of this strategy is that it uses the most data 

feasible for training. All of the data set is essentially 

covered by the test set. This approach's main downside 

is the amount of computing required to repeat the 

process N times. K-fold cross-validation is one method 

for assessing a model's correctness [18]. The steps of 

k fold cross validation, namely: 

1. There are k parts created from the overall data. 

2. The first fold occurs when the first portion is 

converted to testing data and the remaining 

portion to training data. Next, using the section 

of the data, determine how close, how accurate, 

or how comparable a measurement result is to the 

real number or data. The accuracy is calculated 

using the following formula.  

 

𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =
∑ 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 𝑏𝑒𝑛𝑎𝑟 𝑘𝑙𝑎𝑠𝑖𝑓𝑖𝑘𝑎𝑠𝑖

𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖
× 100   (5) 

 

3. The second fold occurs when the remaining 

portion becomes training data and the second half 

becomes testing data. Next, compute the 

accuracy using the relevant data segment. 

4. Until it reaches the K fold, and so on. Determine 

the k accuracy fruit's average accuracy. The 

ultimate accuracy is determined by this average 

accuracy. 

2.4 Confusion Matrix 

The confusion matrix table displays four 

different combinations of predicted and actual values. 

Each row of the matrix shows the actual data 

classification and the prediction classification, or vice 

versa [19]. 

 
Figure 1. Confusion Matrix 
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The confusion matrix has four terms as a result of 

classification. True Positive (TP) is the amount of 

correctly classified positive data, True Negative (TN) 

is the amount of correctly classified negative data; 

False Positive (FP) is negative data but is considered 

positive data; and False Negative (FN) is positive data 

but is considered negative. There are five indicators: 

accuracy, precision, recall, and F1-Score. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
                                          (6) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                           (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                    (8) 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2.
1

1

𝑟𝑒𝑐𝑎𝑙𝑙
+

1

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

                                  (9) 

2.5 Data Description and Research Steps 

The data used in this study came from patients 

suffering from diabetes mellitus at the Bungah Health 

Center, Bungah District, Gresik Regency. The data 

consisted of 513 with 10 variables. From this data, 

there are 341 patients with type 2 diabetes and 172 

patients with type 1 diabetes. 

 
Table 1. Research Data 

Variable Data Information 

X1 (Age) 

1 : <20 Years 

2 : 20-40 

Years 

3: >40 years 

Information 

about the 

patient's age 

X2 (GDA) Numerical 
Random 

blood sugar 

X3 (GDP) Numerical 

Patients' 

blood sugar 

levels during 

fasting 

X4 (Blood 

Sugar 2 

JamPP) 

Numerical 

Post-prandial 

or post-meal 

blood sugar 

levels 

X5 (Hba1C) Numerical 

Blood HbA1c 

levels (a long-

term indicator 

for blood 

sugar control) 

X6 (BMI) Numerical 
Patient's body 

mass index 

X7 (Physical 

Activity) 

0 : Light 

1 : Weight 

The patient's 

level of 

physical 

activity or 

lifestyle 

X8 Systolic Numerical 
Blood 

pressure when 

Variable Data Information 

the heart 

pumps blood 

X9 Diatable Numerical 

Blood 

pressure at 

heart 

relaxation 

Y 

1 : Type 1 

diabetes 

2 : Type 2 

diabetes 

Diagnosis 

results based 

on doctors 

Figure 2 shows the flow of the research 

methodology used to achieve the research analysis 

objectives. The process begins with data collection, 

pre-processing, the use of SMOTE to handle 

unbalanced data, and then classification using Random 

Forest. 

 
Figure 2. Research Flowchart 

 

1. Dataset Diabetes Mellitus 

This study uses secondary data from the Bungah 

Health Center, Bungah District, Gresik Regency. 

The data included medical records of patients with 

diabetes mellitus. The variables analyzed included 

age, random blood sugar, fasting blood sugar, 2-

hour PP blood sugar, HbA1C, BMI, physical 

activity, systolic blood pressure, and diastolic. 

2. Preprocessing 

Data preprocessing includes checking blank and 

duplicate data, separating systolic and diastolic 

blood pressure, and encoding diagnoses from text 

to numerical. 

3. Split Data 

The data is divided into two parts, namely training 

and testing data. In this study, training data was 

used for the classification process using the 

Random Forest method. After that, the testing data 

is used to evaluate the performance and final 

results of the model. In this study, the data was 

divided into 80% for training data and 20% for 

testing data.  

4. Decision Tree and Random Forest Classification 

5. Model evaluation 

At this stage, the performance of the Decision Tree 

and Random Forest algorithm classification 

models is evaluated. In this stage, it is seen based 

on the values of accuracy, precision, recall, and f1-

score. 

6. Predictions 
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At this stage, the trained model will generate 

predictions that state whether the patient falls 

under type 1 or type 2 diabetes. 

7. Result 

At this stage, it determines how well the model 

predicts the status of diabetes in patients and to 

make decisions based on the predicted results. 

3. RESULTS AND DISCUSSION 

3.1 Dataset Diabetes Mellitus 

This study used medical record data of diabetes 

mellitus patients from one of the health centers in 

Gresik. The data are classified into two types, namely 

type 1 and type 2 diabetes. A total of 513 data were 

collected with 9 dependent variables and 1 

independent variable. The data consisted of 341 

patients with type 2 diabetes mellitus and 172 patients 

with type 1 diabetes mellitus, as shown in Figure 3. 

 
Figure 3. Data Diabetes Mellitus 

 

3.2 Preprocessing 

In this step, checking for blank, duplicate data, 

and the encoding process is carried out by using the 

LabelEncoder function from the Scikit-Learn library 

to convert diagnostic variables that were initially in 

text form into numerical, because Random Forest only 

accepts data in numerical form. 

 
Table 2. Data After the Preprocessing Stage 

No Age GDA GDP 

Blood 

Sugar 2 

Hour 

PP 

Systolic 

1 64 93 102 220 175 

2 49 108 115 180 150 

3 56 186 126 300 174 

4 57 255 137 250 110 

5 42 292 148 190 104 

 

Diastolic HbA1c BMI 
Physical 

Activity 
Diagnosa 

96 8.5 33.6 1 1 

70 7.0 26.6 1 0 

96 9.0 23.3 1 1 

60 8.0 28.1 1 1 

63 7.5 43.1 1 1 

After the encoding  process is complete, in the 

Physical Activity column, the data of patients with 

physical activity (Yes) becomes 1, while the data of 

patients without Physical Activity (No) becomes 0. In 

the diagnosis column, type 1 diabetes mellitus is 

represented by 0, and type 2 diabetes mellitus is 

represented by 1. 

 
Figure 4. Feature Average Bar Chart per Diagnosis 

 

Figure 4 shows that the average of each feature for 

type 2 diabetes mellitus is higher compared to type 1. 

In addition to bar charts, heatmaps of correlations 

between features and targets can also show the features 

that most influence the diagnosis. A visualization of  

this heatmap can be seen in Figure 5. 

 

 
Figure 5. Correlation Between Features and Diagnosis 

 

Figure 5 shows the correlation between features and 

diagnostics. The higher the correlation value, the 

greater the influence of this feature on the patient's 

diagnosis. The most influential feature can be seen in 

Figure 6 
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Figure 6. Features That Affect Diagnosis Most 

 

Figure 6 shows the features that have the most 

influence on the patient's diagnosis, namely fasting 

blood sugar, random blood sugar, 2-hour PP blood 

sugar, Hba1C, and systolic. 

3.3 Split Data 

At this stage, the data is divided into training data 

and data testing with a ratio of 80% and 20%. Data 

sharing is done using  the train_test_split function  of 

the Scikit-Learn library. The results can be seen in 

Table 3. 

Table 3. Decision Tree and Random Forest Data Sharing 

Type of 

Diabetes 

Data Decision 

Tree 

Data Random 

Forest 

 Train Test Train Test 

Type 1 137 35 137 35 

Type 2 273 68 273 68 

3.4 Decision Tree Classification 

At this stage, the training data is used to train the 

Decision Tree and Random Forest models, to compare 

their performance. At this stage, the decision tree 

model is created using the Scikit-Learn library with 

parameters 'max_depth' 5, 'min_samples_split' 4, and 

'random_state' 42. 'max_depth' is used to control the 

maximum depth or complexity of a decision tree. After 

that 'min_samples_split' is used to set the minimum 

number of samples required in a node for a split to 

occur. 

3.5 Random Forest Classification 

Random Forest uses the Scikit-Learn library with 

a 'n_estimators' parameter of 100 and a 'random_state' 

of 42. 'n_estimators' is to determine the number of 

decision trees in the model. The more 'n_estimators', 

the more complex the Random Forest model becomes, 

improving its ability to learn complex patterns, but 

also extending training and prediction times. 

Increasing the 'n_estimators' generally improves the 

model's performance in terms of generalization, but 

should be carefully selected to avoid overfitting. 

random_state controls randomization when building 

the tree, ensuring reproducible results, which is 

important for sharing data and comparing models. 

3.6 Model Evaluation 

1. K-Fold Cross Validation 

K-fold cross validation is a technique for 

assessing how well machine learning models work. 

The dataset is partitioned into K almost equal-sized 

portions (folds) for K-fold cross-validation. In this 

research, k equals 5. The K-1 part is used to train the 

model, while the remaining sections are used for 

testing. Each part is used as test data once during the 

K repetitions of this process. The average of the 

performance indicators calculated for each fold is the 

final outcome. 
Table 4. K-Fold Cross Validation 

K-n Decision Tree Random Forest 

K-1 92% 94% 

K-2 93% 96% 

K-3 87% 92% 

K-4 95% 94% 

K-5 95% 94% 

∑ 𝐴𝑣𝑔 93% 94% 

 

The accuracy of the Decision Tree model shows 

greater variability compared to Random Forest, which 

is more consistent in its performance across each fold. 

Random Forest showed better performance or 

equivalent to a higher average accuracy of 94% to 

93%. 

2. Confusion Matrix 

After training the model with training data, its 

performance was tested using data testing using a 

confusion matrix. The values of the confusion matrix 

are used to calculate accuracy, precision, recall, and 

f1-score. This performance calculation process uses  

the Scikit-Learn library.  

 

 
Figure 7. Confusion Matrix Decision Tree 
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Figure 8. Confusion Matrix Random Forest 

 

Based on the confusion matrix image above, the 

Decision Tree model shows better performance in 

predicting type 2 diabetes mellitus (1) compared to 

Random Forest. The Decision Tree model has a 

number of prediction errors for type 1 diabetes 

mellitus (0) as many as 2 cases of False Positive (FP) 

and 5 cases of False Negative (FN) for type 2 diabetes 

mellitus (1). Meanwhile, Random Forest has 3 cases 

of FP, and 6 cases of FN. Overall, Decision Trees have 

higher accuracy and a lower number of prediction 

errors. Based on the results of the confusion matrix, 

the following Table 4 shows the results of the 

performance calculations generated by the model. 

 
Table 5. Model Performance Comparison 

Metrics Decision Tree 
Random 

Forest 

F1-Score 93% 91% 

Accuracy 93% 91% 

Recall 93% 91% 

Precision 93% 91% 

 

Models trained with Decision Tree showed better 

performance with a 2% increase in performance value 

compared to Random Forest. Table 6 below is an 

example of the data used in the test as well as the 

prediction results of each model. 

 
Table 6. Model Prediction Results on Data Samples 

No Age GDA GDP 
Blood Sugar 

2 Hour PP 

1 52 115 85 178 

2 33 130 95 195 

3 70 195 140 330 

4 58 109 77 190 

5 39 95 193 200 

 

Hba1c BMI 
Physical 

Activity 
Systolic Diastolic 

7.14 24 0 131 81 

7.5 24.7 1 130 80 

7 43.3 1 119 68 

8.2 35.7 1 130 90 

7 34.9 0 120 70 

 

Decision Tree 
Random 

Forest 
Current 

DM Type 2 DM Type 2 1 

DM Type 2 DM Type 2 1 

DM Type 1 DM Type 1 0 

DM Type 1 DM Type 2 1 

DM Type 2 DM Type 2 1 

 

Models trained using Decision Tree and Random 

Forest are both good, with an accuracy of over 90%. 

Both models can correctly classify diabetic patients 

based on medical records. The results of the Decision 

Tree and Random Forest model training have the 

weight of each feature, as can be seen in the image 

 
Figure 9. Feature Weight of Desicion Tree 

 
Figure 10. Random Forest Feature Weights 

3.7 Discussion 

Figure 11 shows the results of a performance 

comparison of two machine learning models, namely 

Decision Tree and Random Forest, using the K-fold 

cross-validation method. The evaluation was 

conducted using 5-fold cross-validation which 

resulted in the average accuracy of each fold for both 

models. 
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Figure 11. Perbanding Hasil 5-Fold Cross Validation 

 

The Decision Tree model achieves an average 

accuracy of 93.0%. This shows that the model is quite 

good at classifying data with a low error rate. 

Meanwhile, Random Forest achieved an average 

accuracy of 94.0%. This shows that Random Forest 

has a slight advantage in terms of accuracy compared 

to Decision Tree. The Random Forest model is 

superior to the Decision Tree model in terms of 

accuracy and consistency of performance. Random 

Forest is able to reduce overfitting and generate more 

stable predictions. 

In tests using the confusion matrix of the Decision 

Tree and Random Forest models, the model trained 

with the Decision Tree showed higher accuracy than 

the Random Forest model. The performance values of 

the Decision Tree and Random Forest models are 2% 

higher for each matrix, reaching 93% compared to 

91%, as seen in Figure 12. 

 
Figure 12. Comparison of Confusion Matrix Results 

 

Data that uses the Decision Tree model results in 

better accuracy. The model trained with Drsicion Tree 

had fewer errors with 7 total predictions, 2 for type 1 

diabetes mellitus and 5 for type 2 diabetes mellitus. 

While the Random Forest model has a total prediction 

error of 9, 3 for type 1 diabetes mellitus and 6 for type 

2. 

4. CONCLUSION 

This study compares the performance of 

Decision Tree and Random Forest in classifying 

patients with diabetes mellitus based on medical 

record data from the Health Center in Gresik. The 

results show that: 

1. Random Forest has an average accuracy based on 

cross validation of 94%, while Decision Tree 

reaches 93%. This shows that Random Forest is 

slightly superior in accuracy compared to 

Decision Tree. Based on the confusion matrix 

test, the Decision tree is superior to Random 

Forest, which is 93% with 91%. 

2. Decision Tree showed higher accuracy in 

predicting type 2 diabetes mellitus, Random 

Forest was more consistent in its performance 

across each fold in K-fold cross-validation. 

3. The performance of Decision Tree and Random 

Forest in predicting type 1 diabetes mellitus had 

a similar error rate, but Decision Tree was 

slightly better at avoiding type 2 prediction 

errors. 

4. The factors that most affected the results of the 

Decision Tree classification (GDP, GDA, Hba1c, 

Blood Sugar 2 hours PP) were different from the 

results of the Random Forest classification 

(GDP, GDA, Blood Sugar 2 hours PP, Hba1c).  
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