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Abstract 

 

Database restructuring is a crucial process aimed at enhancing data management and access efficiency by 

modifying the existing data structure. This research focuses on improving a Geographic Information System (GIS) 

for taxation by migrating and restructuring an inefficient and redundant database. The study conducts a 

comparative performance evaluation of the old and restructured databases using benchmarking tests with varying 

numbers of threads and ramp-ups. The results reveal a significant increase in average throughput (24.60%) 

following the restructuring, indicating a substantial improvement in the database's data processing capacity. 

However, there is also an average increase in response time (21.65%), suggesting a trade-off between enhanced 

throughput and slower response times. This increase in response time indicates that while the system can handle 

more data, it requires more time to process each query. Overall, the restructured database demonstrates enhanced 

performance and efficiency, though further optimization is necessary to achieve consistent throughput across 

different workloads and to mitigate the increased response times.  
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1. INTRODUCTION (UPPERCASE, 10pt, bold) 

Database restructuring is the process of altering or 

modifying the existing data structure to meet new 

requirements or enhance the efficiency of data 

management and access. This process involves 

manipulating data into more structured forms, such as 

tables or documents, and can include merging, 

splitting, or reformatting data. Additionally, 

restructuring encompasses the ability to integrate data 

from various sources and present it in a more 

organized format, thereby facilitating easier data 

access and analysis. This is crucial for addressing 

issues arising from disorganized data structures and 

allows for the exploitation of logical relationships 

between information items. [1]. Data restructuring 

within the context of databases is crucial because it 

enhances data accessibility, allows for integration 

from various sources, and adapts to new requirements. 

Restructuring also optimizes system performance by 

accelerating access and storage efficiency, and aids in 

managing unstructured or semi-structured data. This 

facilitates the exploitation of logical relationships 

between information for in-depth analysis. Moreover, 

it supports innovation and the development of new 

applications more flexibly, leveraging data in more 

innovative ways and increasing the value of existing 

information. [1]. Currently, a geographic information 

system for taxation has been developed with a 

database migrated from the previous taxation system, 

which was integrated with the geographic system. The 

previous database was inefficient and had many data 

redundancies, as well as an inefficient data structure. 

A Geographic Information System (GIS) is an 

essential technology used to store, manage, analyze, 

and display data related to natural conditions. GIS 

works with attribute data (detailed information) and 

spatial data (geographical location). This system is 

typically integrated with computers and other 

networks to function effectively. [2]. Taxes are 

contributions paid to the state that are obligatory for 

those who are required to pay them, in accordance with 

the law, without receiving any direct benefits. The 

purpose of taxes is to finance general expenditures 
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related to the state's duties, such as providing public 

services, enforcing fair laws, and maintaining national 

security and order.[3]. 

The implementation of a Geographic Information 

System (GIS) enables tax authorities to manage 

property data more efficiently through clear spatial 

visualization, helping to identify properties that are 

unregistered or improperly taxed. Additionally, GIS 

improves the accuracy of tax assessments by 

integrating geographical information such as location, 

land size, and property value, thereby reducing errors 

and enhancing the fairness of tax collection. This 

implementation also contributes to increased revenue 

by detecting properties that should be taxed but have 

not yet been identified. Furthermore, spatial data from 

GIS provides valuable information for better urban 

planning, supporting decision-making related to 

sustainable and efficient urban development. [4]. 

Previous research on restructuring has 

demonstrated that the results of database restructuring 

include several positive aspects, such as the ability to 

perform DML operations that were previously 

impossible, improved database performance through 

schema optimization, and data alignment with 

changing business needs. Additionally, restructuring 

reduces the impact of changes on applications, 

providing flexibility and adaptability of the system to 

technological changes and user requirements, and 

enhances data integrity by ensuring consistency and 

accuracy. [5]. 

In previous research focusing on application 

performance, it was stated that there are several 

assessment points from the performance index, 

namely that a low response time indicates good 

application performance because it reflects the 

system's ability to respond to user requests quickly. 

[6]. A high throughput level indicates the system's 

efficiency in completing more operations within the 

same amount of time, reflecting the system's capability 

to handle a high workload. [7]. Scalability evaluation 

involves assessing the relationship between system 

resources and workload growth, where a scalable 

system can handle increased workloads without 

experiencing significant performance degradation. [8]. 

By monitoring and evaluating these performance 

indices, researchers can identify areas that need 

optimization to improve the performance and 

efficiency of web applications. [9]. Optimal 

performance will enhance application access speed. 

This increased speed will make users feel more 

comfortable while using the application. [10]. 

Previous research focused on query optimization 

in MySQL databases with the aim of improving data 

retrieval response time through query restructuring. 

This study evaluated eight clause models in SELECT 

queries, including SELECT-SYMBOL OPERATOR, 

IN, INNER JOIN-WHERE, DISTINCT, EXISTS, 

NOT IN-LEFT JOIN, OR-UNION, and LIKE, to 

determine their impact on query response time. 

Additionally, the research examined how query 

restructuring could be performed to enhance the 

effectiveness and efficiency of queries compared to the 

initial queries, and analyzed the response time of 

optimized queries to assess the efficiency 

improvements achieved. [11].  

The JMeter application is a performance testing 

tool that  Highly flexible and capable of simulating 

many users simultaneously, allowing for a 

comprehensive evaluation of application performance. 

[12]. JMeter's ability to adjust the number of users in 

testing is highly beneficial for organizations as it can 

replicate real-world application usage conditions [13]. 

During testing, JMeter is designed to measure 

performance both at the user interface level and within 

the system itself, providing in-depth insights into how 

the application will function in a production 

environment. [13]. JMeter provides several metrics for 

assessment, such as latency, connect time, median, 

standard deviation, and throughput, which can serve as 

benchmarks for testing. [14]. 

Several previous studies have included in-depth 

analyses of various aspects of database performance in 

the context of Geographic Information Systems (GIS), 

focusing on response time, throughput, standard 

deviation of response time, error rate, and the size of 

data received and sent. Response time, measured in 

seconds, is a key metric for assessing how quickly the 

system responds to service requests, where a short 

response time indicates high efficiency and better user 

satisfaction, while a long response time may signal 

performance issues. [15]. The research also evaluates 

the minimum and maximum response times in 

distributed database systems (DDBS) to ensure that all 

replicas are updated promptly. [16]. Additionally, the 

standard deviation of response time is measured to 

assess the variability in response times, which helps in 

understanding the consistency of system performance. 

[17]. Error rates, including mean squared error and 

maximum error rate, are analyzed to assess the 

accuracy of estimation methods in depicting the 

statistical profile of the system. 

[18] througput, which measure how many queries 

can be executed per second, serves as a key indicator 

of the system's efficiency in handling high workloads. 

[19]. The amount of data received and sent, as well as 

the average byte size, are also measured to provide an 

overview of communication activity and data access 

patterns within the database, as well as to evaluate the 

efficiency of the SQL queries used.[20][21]. 

2. RESEARCH METHOD 

Describe This research was conducted with 

testing stages as shown in Figure 1. Prior to testing, 

several preparation steps were necessary to ensure 

accuracy and reliability. The final stage involved a 

thorough analysis of the results, which were obtained 

from benchmarking outcomes. This comprehensive 

approach ensured that the data gathered was robust and 

provided meaningful insights into the database 

performance. 
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2.1 Existing Databse 

The existing database serves as the primary focus 

of this research (see Table 1). This database, which is 

already in use, becomes the target for analysis and 

evaluation to identify deficiencies and potential 

performance improvements. At the initial stage of the 

research, the existing database will be migrated to a 

local host environment to separate it from the active 

host, ensuring that the analysis can proceed without 

disrupting the ongoing system operations. Once the 

migration is complete, the structure and performance 

of the database will be thoroughly examined to 

uncover issues such as redundancy, inconsistencies, 

and undesirable data dependencies. This detailed 

analysis aims to highlight areas needing enhancement 

and to provide a foundation for optimizing database 

performance. 

Table 1. Data Existing Database 

No Component Number 

1 Table 51 

2 Row data 625,589 
3 Row data/table 12266.45 

4 Table null 3 
5 Attribute 247 

6 Average:  Attribute/table 4.84 

2.2 Benchmarking testing 

In the benchmarking phase, researchers use pre-

designed scenarios to evaluate the database 

performance based on threadsand ramp-up variables. 

A threadsrefers to the smallest unit of execution in 

processing that allows multiple tasks to be performed 

simultaneously within an application. Meanwhile, 

ramp-up refers to the amount of workload or 

transactions sent to the database at a given time. 

Researchers conduct the evaluation with various 

combinations of threadscounts and ramp-up levels, 

specifically 100, 200, and 300 threads, and 200, 400, 

and 600 ramp-ups. The testing utilizes a single primary 

query employed in the system. 

The query is used to calculate the total Tax Object 

Selling Value (NJOP) for each tax object by 

considering both the land value and the building value. 

This process is carried out through several subqueries 

that separately compute the land NJOP and the 

building NJOP based on area and the corresponding 

NJOP per square meter. The results from these two 

subqueries are then combined and summed to obtain 

the total NJOP for each tax object. 

 

Figure 1. database testing flow 

Query1: Total NJOP per Property Query 

SELECT nomor_objek_pajak, SUM(njop) AS njop FROM ( 

      SELECT nomor_objek_pajak, njop FROM ( 

            SELECT nomor_objek_pajak,  

            luas_bumi * njop_bumi.njop_per_meter AS njop FROM objek_pajak, 

            njop_bumi  

            WHERE kode_kelas_tanah = njop_bumi.kode_kelas_bumi) as njbumi  

            UNION ALL SELECT nomor_objek_pajak, njop FROM ( 

                  SELECT nomor_objek_pajak,  

                  luas_bangunan * njop_bangunan.njop_per_meter AS njop FROM objek_pajak,  

                  njop_bangunan  

                  WHERE objek_pajak.kode_kelas_bangunan = njop_bangunan.kode_kelas_bangunan) 

                  AS njopbangunan 

) AS jj GROUP BY nomor_objek_pajak; 
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Re-Structuring Database 

In the database restructuring phase, this stage 

involves improving and optimizing the existing 

database structure to enhance efficiency, performance, 

and scalability. This process includes reorganizing 

tables and indexes to ensure that the database meets 

the needs effectively. Through this stage, redundancy 

can be eliminated, data integrity improved, and query 

response times accelerated, thereby supporting 

existing operations. 

2.3 New Database 

In the new database phase, researchers have made 

improvements from the previous stage, having 

undergone a restructuring process. The metadata for 

the new database is provided in Table 2.  

This table outlines the key characteristics of the 

new database. It shows that the database consists of 51 

tables with a total of 626,148 rows. On average, each 

table contains approximately 12,277 rows. The 

database includes 247 attributes, with an average of 

about 4.84 attributes per table. Additionally, there are 

3 tables that contain null values. These metrics provide 

insights into the structure and complexity of the 

restructured database. 
Table 2. Data New Database 

No Component Number 

1 Table 51 

2 Row data 626,148 

3 Row data/table 12277.41176 

4 Table null 3 

5 Attribute 247 

6 Average: attribute/table 4.84 

 

2.3 Database testing 

In the new database benchmarking phase, 

researchers tested the database that had been improved 

through data cleaning and normalization processes. 

This testing was conducted using the same scenarios 

as in the previous stage to ensure result consistency. 

The two main outcomes measured in this phase are the 

average response time and average throughput. The 

average response time measures how quickly the 

database can respond to a given query, while the 

average throughput measures the number of 

transactions or operations that the database can process 

within a specific period. 
 

3. RESULT AND DISCUSSION 

This section presents the results of the research 

conducted to evaluate the performance of the database 

after undergoing the improvement process. The data 

obtained from the benchmarking phase are used to 

measure and compare the average response time and 

throughput before and after optimization. These 

results are detailed in the following section, providing 

a clear picture of the performance improvements 

achieved and identifying areas that still require further 

attention. 

 

3.1 Existing Database 

In this phase of testing the existing database, the 

researchers obtained results from the tests conducted 

using the pre-designed scenarios. The results of the 

testing under Scenario 1 are detailed in Table 3. This 

table shows various performance metrics for different 

threadscounts: 100, 200, and 300 threads. For instance, 

the average response time, minimum and maximum 

response times, standard deviation of response times, 

error percentage, average throughput, amount of data 

received, and average byte size are provided for each 

threads count. The data in Table 3 to 5 provide insights 

into the database's performance under the specified 

conditions, allowing for a comparison of how different 

threads configurations impact performance metrics. 

 
Table 3. Testing of the Old Database Scenario 1 

Aspect skenario 1 (200 rumps up) 

100 

threads 

200 

threads 

300 

threads 

Database 

Performance 
  

Average Response 
Time 

1953 1344 1342 

Minimum Response 

Time 
1580 737 737 

Maximum Response 

Time 
3137 3137 3137 

Standard Deviation of 
Response Time 

153.33 429.95 355.78 

Error Percentage 0.00% 0.00% 0.00% 
Throughput   
Average Throughput 0.50034 0.17315 0.2464 
Amount of Data 
Received 

907.1 313.92 446.72 

Amount of Data Sent 0 0 0 
Average Byte Size 1856479 1856479 1856479 

 
Table 4. Testing Result of the Old Database Scenario 2 

Aspek skenario 2 (400 rumps up) 

100 

threads 

200 threads 300 

threads 

Database 

Performance 

  

Average Response 

Time 

1328 1298 1266 

Minimum Response 
Time 

737 737 737 

Maximum Response 

Time 

3137 3137 3137 

Standard Deviation 

of Response Time 

342.83 315.29 288.15 

Error Percentage 0.00% 0.00% 0.00% 
Throughput   

Average Throughput 0.21967 0.24192 0.27113 

Amount of Data 
Received 

398.26 438.59 491.55 

Amount of Data 

Sent 

0 0 0 

Average Byte Size 1856479 1856479 1856479 
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Table 5. Testing Result of the Old Database Scenario 3 

Aspek skenario 3 (600 rumps up) 

100 

threads 

200 

threads 

300 

threads 

Database Performance   

Average Response Time 2085 1344 2082 
Minimum Response 

Time 

1098 737 1098 

Maximum Response 
Time 

3004 3137 3004 

Standard Deviation of 

Response Time 

200.93 429.95 146.99 

Error Percentage 0.00% 0.00% 0.00% 

Throughput   

Average Throughput 0.16777 0.17315 0.21411 

Amount of Data 

Received 

304.16 313.92 388.18 

Amount of Data Sent 0 0 0 

Average Byte Size 1856479 1856479 1856479 

 

Based on the test results, the data indicates that the 

average response time generally improves with an 

increase in the number of threads, suggesting 

enhanced system efficiency. Specifically, as the 

number of threads increased from 100 to 300, the 

average response time decreased from 1953 

milliseconds to 1342 milliseconds, reflecting better 

performance. However, the average throughput 

exhibits variability and does not consistently increase 

with the number of threads, with values ranging from 

0.50034 for 100 threads to 0.2464 for 300 threads. This 

inconsistency suggests that there is room for further 

optimization to handle the number of operations per 

second more consistently across different workload 

levels. Despite improvements in response time, the 

variation in throughput highlights the need for 

additional adjustments to achieve stable performance 

across various threads counts. 

3.2 Re-structuring Database 

The database restructuring phase has produced a 

new database structure that aligns with the system's 

requirements (see Table 6 to 8). The following are 

some of the tables that have been restructured. This 

restructuring ensures that the database is optimized for 

performance, efficiency, and scalability, addressing 

previous inefficiencies and improving overall data 

management 
Table 6. Information Schema Table Kelurahan 

No Attribute Data Type 

Before Length After Length 

1 kode_kelura

han 

varchar 200 char 3 

2 nama_kelur

ahan 

char 50 varchar  14 

3 kecamatan char 50 varchar  14 

 
Table 7. Information Schema Table Kecamatan 

No Attribute Data Type 

Before Length After Length 

1 kode_kecam
atan 

varchar 150 char 3 

2 nama_keca

matan 

varchar 150 varchar 14 

 

 

Table 8. formation Schema Table Faktor Pengurang 

No Attribute Data Type 

Before Length After Length 

1 id_faktor int 11 int 11 

2 nomor_obje
k_pajak 

varchar 50 char 20 

3 faktor_peng

urang 

double   double   

4 date_created datetim
e 

  datetim
e 

  

5 date_update

d 

datetim

e 

  datetim

e 

  

 

3.3 New Database dan Benchmark Testing 

After completing the previous stages, the database 

is re-evaluated in this phase following the changes. 

The following are the results obtained after these 

modifications (see Table 9 to 11). This evaluation 

provides insights into the impact of the changes on the 

database's performance and efficiency. It highlights 

improvements as well as any areas that may still 

require further adjustment. The results offer a 

comprehensive view of the database’s current status 

post-optimization. 

From the evaluation results, the average response 

time decreased as the number of threads increased 

across all scenarios, indicating improved system 

efficiency in handling larger workloads. Meanwhile, 

the average throughput generally increased with the 

number of threads in some scenarios, although it was 

not consistent in all scenarios. This suggests that the 

system becomes faster in responding to requests with 

increased workloads. This analysis was conducted 

using the following equation 1: 

 

%𝑐ℎ𝑎𝑛𝑔𝑒 =  
𝑛𝑒𝑤 𝑣𝑎𝑙𝑢𝑒 − 𝑜𝑙𝑑 𝑣𝑎𝑙𝑢𝑒 

𝑜𝑙𝑑 𝑣𝑎𝑙𝑢𝑒
 𝑥100                        (1) 

 
Table 9. Testing of the New Database Scenario 1 

Aspect Scenario 1 (200 rumps up) 

100 

threads 

200 

threads 

300 threads 

Database 

Performance 
  

Average Response 

Time 

1824 2102 2143 

Minimum Response 
Time 

1335 1098 1098 

Maximum Response 

Time 

3137 3004 3004 

Standard Deviation of 

Response Time 

173.5 161.1 162.57 

Error Percentage 0.00% 0.00% 0.00% 

Throughput   

Average Throughput 0.2428 0.27009 0.35694 

Amount of Data 

Received 

440.18 489.67 647.13 

Amount of Data Sent 0 0 0 

Average Byte Size 1856479 1856479 1856479 
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Table 10. Testing Result of the New Database Scenario 2 

Aspek skenario 2 (400 rumps up) 

100 

threads 

200 

threads 

300 

threads 

Database 

Performance 

  

Average Response 
Time 

2093 1885 1695 

Minimum Response 

Time 

1098 703 703 

Maximum 
Response Time 

3004 3004 3004 

Standard Deviation 

of Response Time 

215.9 485.96 580.51 

Error Percentage 0.00% 0.00% 0.00% 

Throughput   

Average 

Throughput 

0.24646 0.26439 0.30277 

Amount of Data 
Received 

446.83 479.34 548.91 

Amount of Data 

Sent 

0 0 0 

Average Byte Size 1856479 1856479 1856479 

 

Table 11. Testing Result of the New Database Scenario 3 

Aspek skenario 3 (600 rumps up) 

100 

threads 

200 

threads 

300 

threads 

Database 

Performance 

  

Average Response 
Time 

1633 1432 1328 

Minimum Response 

Time 

647 646 644 

Maximum Response 
Time 

3004 3004 3004 

Standard Deviation of 

Response Time 

608.45 666.28 671.76 

Error Percentage 0.00% 0.00% 0.00% 

Throughput   

Average Throughput 0.27354 0.25636 0.27364 

Amount of Data 

Received 

495.92 464.77 496.1 

Amount of Data Sent 0 0 0 

Average Byte Size 1856479 1856479 1856479 

 

The evaluation was conducted using two primary 

metrics: average response time and average 

throughput. Performance tests were carried out in three 

different scenarios, each with varying numbers of 

threads (100, 200, and 300) and ramp-up periods (200, 

400, and 600). These tests aimed to measure the 

databases' efficiency and capacity to handle different 

levels of workload. By simulating various real-world 

conditions, the tests provided insights into how the 

databases perform under different stress levels. The 

following section provides a comprehensive 

comparative analysis of the average response time and 

throughput across the different scenarios, highlighting 

the performance improvements and trade-offs 

observed after the restructuring process. The specific 

calculations for each scenario are shown to provide a 

clear understanding of the performance changes. This 

analysis is crucial for identifying the benefits of the 

restructuring process, such as enhanced data 

processing capacity and potential drawbacks, 

including increased response times under certain 

conditions. Overall, the evaluation underscores the 

importance of database optimization for achieving 

balanced and efficient data management systems. 

a. Average Response Time 

Skenario 1: 

• 100 threads:  (
𝟏𝟖𝟐𝟒−𝟏𝟗𝟓𝟑

𝟏𝟗𝟓𝟑
) × 𝟏𝟎𝟎% = -6.61 % 

• 200 threads: (
𝟐𝟏𝟎𝟐−𝟏𝟑𝟒𝟒

𝟏𝟑𝟒𝟒
) × 𝟏𝟎𝟎%  = 56.40 % 

• 300 threads: (
𝟐𝟏𝟒𝟑−𝟏𝟑𝟒𝟐

𝟏𝟑𝟒𝟐
) × 𝟏𝟎𝟎% = 59.69 % 

Skenario 2: 

• 100 threads:   (
𝟐𝟎𝟗𝟑−𝟏𝟑𝟐𝟖

𝟏𝟑𝟐𝟖
) × 𝟏𝟎𝟎% = 57.61 % 

• 200 threads:  (
𝟏𝟖𝟖𝟓−𝟏𝟐𝟗𝟖

𝟏𝟐𝟗𝟖
) × 𝟏𝟎𝟎% =   45.22 % 

• 300 threads:  (
𝟏𝟔𝟗𝟓−𝟏𝟐𝟔𝟔

𝟏𝟐𝟔𝟔
) × 𝟏𝟎𝟎% =  33.89 % 

Skenario 3: 

• 100 threads:  (
𝟏𝟔𝟑𝟑−𝟐𝟎𝟖𝟓

𝟐𝟎𝟖𝟓
) × 𝟏𝟎𝟎% =  -21.68 % 

• 200 threads:  (
𝟏𝟒𝟑𝟐−𝟏𝟑𝟒𝟒

𝟏𝟑𝟒𝟒
) × 𝟏𝟎𝟎% =   -36.22 % 

• 300 threads:  (
𝟏𝟑𝟐𝟖−𝟐𝟎𝟖𝟐

𝟐𝟎𝟖𝟐
) × 𝟏𝟎𝟎% =   -51.47 % 

b. Average Throughput  

Skenario 1: 

• 100 threads: (
𝟎.𝟐𝟒𝟐𝟖−𝟎.𝟓𝟎𝟎𝟑𝟒

𝟎.𝟓𝟎𝟎𝟑𝟒
) × 𝟏𝟎𝟎% =  -51.47 % 

• 200 threads: (
𝟎.𝟐𝟕𝟎𝟎𝟗−𝟎.𝟏𝟕𝟑𝟏𝟓

𝟎.𝟏𝟕𝟑𝟏𝟓
) × 𝟏𝟎𝟎% = 55.99 % 

• 300 threads: (
𝟎.𝟑𝟓𝟔𝟗𝟒−𝟎.𝟐𝟒𝟔𝟒

𝟎.𝟐𝟒𝟔𝟒
) × 𝟏𝟎𝟎% =  44.86 % 

Skenario 2: 

• 100 threads: (
𝟎.𝟐𝟒𝟔𝟒𝟔−𝟎.𝟐𝟏𝟗𝟔𝟕

𝟎.𝟐𝟏𝟗𝟔𝟕
) × 𝟏𝟎𝟎%   = 12.20 % 

• 200 threads: (
𝟎.𝟐𝟔𝟒𝟑𝟗−𝟎.𝟐𝟒𝟏𝟗𝟐

𝟎.𝟐𝟒𝟏𝟗𝟐
) × 𝟏𝟎𝟎%     = 9.29 % 

• 300 threads: (
𝟎.𝟑𝟎𝟐𝟕𝟕−𝟎.𝟐𝟕𝟏𝟏𝟑

𝟎.𝟐𝟕𝟏𝟏𝟑
) × 𝟏𝟎𝟎%    = 11.67 % 

Skenario 3: 

• 100 threads: (
𝟎.𝟐𝟕𝟑𝟓𝟒−𝟎.𝟏𝟔𝟕𝟕𝟕

𝟎.𝟏𝟔𝟕𝟕𝟕
) × 𝟏𝟎𝟎%    = 63.04 % 

• 200 threads: (
𝟎.𝟐𝟓𝟔𝟑𝟔−𝟎.𝟏𝟕𝟑𝟏𝟓

𝟎.𝟏𝟕𝟑𝟏𝟓
) × 𝟏𝟎𝟎%     = 48.06 % 

• 300 threads: (
𝟎.𝟐𝟕𝟑𝟔𝟒−𝟎.𝟐𝟏𝟒𝟏𝟏

𝟏𝟎.𝟐𝟏𝟒𝟏𝟏
) × 𝟏𝟎𝟎%     = 27.80 % 

 

c. Average Response Time Change 

Percent Average = 

(
−𝟔.𝟔𝟏+𝟓𝟔.𝟒𝟎+𝟓𝟗.𝟔𝟗+𝟓𝟕.𝟔𝟏+𝟒𝟓.𝟐𝟐+𝟑𝟑.𝟖𝟗−𝟐𝟏.𝟔𝟖+𝟔.𝟓𝟓−𝟑𝟔.𝟐𝟐

𝟗
) 

= 21.65% 

d. Average Throughput Change: 

Percent Average =  

(
−𝟓𝟏.𝟒𝟕+𝟓𝟓.𝟗𝟗+𝟒𝟒.𝟖𝟔+𝟏𝟐.𝟐𝟎+𝟗.𝟐𝟗+𝟏𝟏.𝟔𝟕+𝟔𝟑.𝟎𝟒+𝟒𝟖.𝟎𝟔+𝟐𝟕.𝟖𝟎

𝟗
) 

= 24.60% 

From the tests conducted, comparing the 

performance of the old database with the new database 

using two main metrics: average response time and 

average throughput. Performance tests were carried 

out in three different scenarios with varying numbers 

of threads (100, 200, and 300) and ramp-ups (200, 400, 

and 600). The following is the comparative analysis: 

 

Average Response Time 

Since the average percentage change in response 

time is positive (21.65%), this indicates that, overall, 



Ilyas et. al., Primary Query Analysis on SQL Database…   99 

the average response time increased after the database 

restructuring. This means that the time required to 

respond to requests increased on average across all 

scenarios and threads. 

 

Average Throughput 

With the average percentage change in throughput 

also being positive (24.60%), this indicates that the 

average throughput overall increased after the 

database restructuring. This means that the amount of 

data that can be processed in a given time period 

increased on average across all scenarios and threads. 
 

4. CONCLUSION 

From the analysis results, it can be concluded that 

the database restructuring resulted in a significant 

increase in throughput with an average increase of 

24.60%, indicating that the system's capacity to 

process data increased overall. However, the 

restructuring also caused an average increase in 

response time of 21.65%, indicating that the time 

required to process requests increased. Overall, while 

the restructured database can process more data, it 

comes with the compromise of increased time needed 

to respond to requests. 
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