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Abstract 

 

Since sperm cells have big impact for human welfare in terms of reproduction, there are many studies have been 

done. In this case, we are attracted to enrich the method in determining the morphological properties of them using 

machine learning. Most study about it is done using 2-steps action that are feature extraction which is continued 

by classification. In our work, we aimed to lower the complexity by using image embedding as a general-purpose 

feature extractor that requires no training. For feature extraction using image, it is found that RGB has better 

performance compared to grayscale if we want to use Support Vector Machine (SVM). Meanwhile, when a 

comparation is done between SVM, random forest, Multi-Layer Perceptron (MLP), Naïve Bayes, and k-Nearest 

Neighbour (kNN) for classification process, MLP shows the best performance among them which is around 85%. 

Moreover, our proposed method has low complexity indicated by the training time around one and a quarter minute 

s for the most accurate method, compared to hours of training time in similar methods. 
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1 INTRODUCTION 

The morphology of sperm cells significantly 

influences human fertility.   Numerous research 

studies have been carried out to examine this 

phenomenon.   The findings indicate that sperm 

abnormalities are more prevalent in men with fertility 

issues [1]. A similar investigation suggested that fertile 

men tend to have a higher proportion of normal sperm 

(sperm without defects) compared to infertile men [2]. 

Consequently, the morphological characteristics of 

sperm are crucial in predicting the success of assisted 

reproduction [3], [4]. Similarly, under in vivo 

conditions, a higher pregnancy rate is anticipated when 

the sperm exhibit good morphology.   Furthermore, 

good sperm morphology is also associated with a 

shorter time to pregnancy in natural conception [5].  

According to the criteria established by the World 

Health Organization (WHO) [6], sperm morphology 

evaluation involves the examination of spermatozoa 

by laboratory personnel using a light microscope set at 

a magnification of x1000.   It is necessary for the 

technician to evaluate a minimum of 200 sperm cells 

and categorize them based on their form.   

Nonetheless, the subjective nature of human 

assessment introduces the possibility of inconsistency.   

Research conducted in Australia demonstrated 

variations in morphology assessments among different 

laboratories [7]. This same trend was observed in 

studies carried out in Italy [8], Belgium [9], and Spain 

[10]. 

The lack of consistency in manual sperm 

assessment has prompted the creation of an automated 

method known as Computer-Aided Semen Analysis 

(CASA). A typical CASA system is comprised of three 

main elements: a camera, microscope, and image 

processing system [11]. Currently, CASA systems are 

widely utilized in various laboratories globally.   

CASA systems offer advantages such as decreased 

subjectivity and minimized human error [12], as well 

as the capacity to analyze larger sample sizes, leading 

to shorter analysis times and enhanced productivity 

[13]. 

Numerous approaches have been developed for 

the estimation of morphological characteristics of 

sperm cells. Yüzkat et al. [14] combined the outcomes 

of six Convolutional Neural Network (CNN) models 

using two fusion techniques.   A comparable ensemble 

method was utilized by merging four CNN models 

(VGG16, VGG19, ResNet34, and DenseNet-161) with 

https://creativecommons.org/licenses/by/4.0/
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a meta classifier [15]. Yang et al. [16] utilized the 

BlendMask framework to identify individual cells, 

followed by segmentation of a cell into head, 

midpiece, and principal piece components using 

SegNet. Subsequently, a classification process was 

carried out by EfficientNet based on the components 

of the sperm.   Likewise, U-Net was employed for the 

segmentation of a spermatozoon into head, neck, and 

tail regions [17], although no classification was 

performed for the estimation of morphology.   A VGG-

like network was proposed for the purpose of 

morphology classification [18], [19]. 

The majority of techniques utilized for 

morphology analysis rely on deep neural networks, 

particularly CNNs, for their ability to effectively 

extract features from images.   The training process 

typically involves starting from scratch or employing 

transfer learning.   In the former approach, a randomly 

initialized network is trained on a specialized dataset 

related to sperm [14], [17], whereas in the latter 

approach, a pre-trained network on a general dataset 

like ImageNet is fine-tuned using a dataset specific to 

the subject [15], [19]. 

Despite having strong performance in various 

applications, including sperm image classification, 

CNN require extensive training time due to their large 

number of parameters.   A study indicated that the 

retraining process using transfer learning took 

approximately 30 minutes and 2 hours per fold for 

datasets containing 216 and 1132 images, respectively 

[19]. Overall, complex architectures like ensembled 

models typically necessitate longer training times. 

In practical applications, it may not always be 

essential to train a CNN on a specific set of images that 

closely resemble the test set.   Training on a diverse 

and extensive dataset is adequate to achieve 

comparable performance [20]. This principle has led 

to the advancement of image embedding, which entails 

utilizing a pretrained CNN on a large dataset like 

ImageNet as a feature extractor [21]. The approach 

involves modifying the final classifier network of a 

CNN to generate a fixed-length vector serving as a 

feature for subsequent processing.   The utilization of 

image embedding along with various machine learning 

techniques has been investigated and proven effective 

in multiple domains, including image clustering [22], 

medical image classification [23], and remote sensing 

image classification [24]. 

The primary objective of this research is to 

categorize the morphology of a sperm cell by utilizing 

image embedding as a feature extraction technique to 

streamline the training process. Various machine 

learning algorithms are assessed to determine their 

effectiveness in classifying sperm cell morphology.   

Additionally, a comparative analysis is conducted to 

evaluate the efficacy of our proposed methodology in 

comparison to existing approaches.   

2 RESEARCH METHOD 

2.1 Overview of the methods 

Our proposed approach comprised two primary 

components: a feature extractor and a classifier.   The 

feature extractor component took in an RGB image 

and generated a feature vector of specific length.   

Conversely, the classifier component classified the 

feature vector into one of several categories indicating 

the state of a sperm cell: abnormal, normal, or non-

sperm.   The feature extractor was constructed utilizing 

image embedding techniques, whereas the classifier 

utilized traditional machine learning algorithms to 

expedite the training process. Overall flow of our 

proposed work is presented in Figure 1. 

 

 
Figure 1. Visual overview of the proposed methods 

 
2.2 Image Embedding 

Image embedding refers to the process of 

converting the pixel-based representation of an image 

into a feature vector.   The objective is to create a 

vector that effectively encapsulates the visual 

attributes and underlying semantics of the image.   The 

fundamental approach employed in constructing 

image embedding involves the utilization of deep 

learning techniques, specifically Convolutional Neural 

Networks (CNNs) [25].  

In a typical situation, an image embedding model 

is constructed through the training of a CNN model on 

classification tasks.   Various CNN models, including 

VGG, ResNet, Inception, and SqueezeNet, can serve 

as feature extractors for image embedding.   Once 

training is finished, the output layer is removed and 

activations from the preceding layer are obtained, 

normalized, and combined to create a feature vector.   

This resultant vector is robust against image 

transformations, changes in brightness, and noise [26].   

Consequently, it serves as an optimal input for a range 

of machine learning techniques. Since the training is 

only conducted once and the network can be utilized 

to produce feature vectors for various computer vision 

tasks, the network can be seen as a multi-purpose 

image embedding [27]. 



Adinugroho, et. al, Sperm Abnormality Classification …   198 

SqueezeNet [28] is a convolutional neural 

network (CNN) model designed to achieve high 

accuracy while minimizing the number of parameters 

used.   The model incorporates a unique fire module 

that combines 1x1 and 3x3 convolution filters to 

reduce parameter count.   The architecture of 

SqueezeNet consists of a series of convolutional 

layers, 8 fire modules, and a final convolutional layer, 

allowing it to deliver performance similar to AlexNet 

but with significantly fewer parameters, specifically 

50 times less.  

A comparison of the performance and parameter 

count of various CNN models is presented in Table 1 

[29]. It is evident from the comparison that 

SqueezeNet stands out for its notably lower parameter 

count while maintaining comparable performance to 

other models.   This makes SqueezeNet an attractive 

choice for applications requiring image embedding.   

 
Table 1. Comparison Of Parameters and Performance Of Several 

CNN Architectures 

Model Number of 

Parameters 

Top-5 Accuracy 

on ImageNet 

VGG 16 138M 89.8% 

VGG 19 143M 89.8% 

ResNet 18  11.7M 89.45% 
ResNet 34 21.8M 91.4% 

Inception V3 23.8M 93.9% 

SqueezeNet 3.2M 88.20% 

  

2.3 Classification Algorithms 

  Classification in machine learning involves the 

assignment of a specific category to a data point in a 

manner that is both mutually exclusive and exhaustive.   

There are numerous algorithms that can be utilized to 

classify feature vectors extracted from image 

embeddings into distinct categories related to sperm 

defects.   

a. Support Vector Machine (SVM) 

SVM tries to build hyperplane that maximally 

separates datapoint according to their class labels, thus 

it is usually referred as maximum margin classifier 

[30]. In binary classification, given training pairs 

{𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑛 , where 𝑥𝑖 ∈  ℝ𝑁 and 𝑦𝑖 ∈ {−1,1}, SVM 

solves the Formula 1  

 

𝑚𝑖𝑛 {
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖𝑛

𝑖 }                             (1) 

 SVM employs the kernel trick to convert the data 

from their initial space to a higher-dimensional space.   

In some cases, the data may not be easily separable by 

a linear method.   Consequently, moving them to a 

higher-dimensional space could help in identifying a 

linearly separable hyperplane.   Various well-known 

kernels include the linear, polynomial, sigmoid, 

Gaussian radial basis function, and randomized blocks 

analysis of variance [31].  

The original SVM algorithm is limited to binary 

classification tasks involving only two classes.   To 

address this limitation, modifications were made to the 

classic algorithm by incorporating methods like one-

against-all, one-against-one, and multiclassification 

objective functions.   

b. Random Forest (RF) 

  The random forest classifier is comprised of 

multiple decision tree classifiers that aggregate the 

output through a majority vote from each individual 

tree.   Each tree is constructed by randomly selecting 

data from the training set using the bagging technique.   

The selection of features is meticulously done using 

methods like Information Gain Ratio criterion or Gini 

Index [32]. 

The random forest tree is grown by first selecting 

a sample from the training data. Then, a decision tree 

is built from the sample data by repeatedly selecting a 

number of features from the sample, selecting the best 

split, and split the node into two branches. These steps 

are repeated until an interation threshold is reached 

[33].  

c. Naïve Bayes Classifier (NBC) 

Naive Bayes classifier uses the basic principle of 

Bayes theorem [34]. For a datapoint 𝑥, the probability 

of the data is assigned class k (𝐶𝑘) is expressed as: 

 

𝑝(𝐶𝑘|𝑥) =
𝑝(𝐶𝑘)𝑝(𝑥|𝐶𝑘)

𝑝(𝑥)
                       (2) 

In case of continuous data, the likelihood is 

assumed to have normal distribution. Thus, the 

likelihood is calculated using Formula 3 

𝑝(𝑥|𝐶𝑘) =
1

√2𝜋𝜎𝑘
2

𝑒
−

(𝑣−𝜇𝑘)
2

2𝜎𝑘
2

.             (3) 

The class of a datapoint is determined by the 

maximum posterior, as in Formula 4. 

�̂� = argmax
𝑘∈{1,…,𝐾}

𝑝(𝐶𝑘) ∏ 𝑝(𝑥𝑖|𝐶𝑘)𝑛
𝑖=1              (4) 

d. K-Nearest Neighbor (k-NN) 

 k-NN differs from other classifiers in that it does 

not construct a model during its operation due to the 

lack of a formal training process.   Instead, kNN 

operates on the principle that the class of a given data 

point is likely to be similar to that of neighboring data 

points, relying on the concept of a "neighborhood" 

[35]. This concept of neighborhood is defined by a 

distance measure, which determines the similarity 

between two data points, denoted as x and y, through 

various distance metrics like Euclidean, Manhattan, 

and Chebyshev, as specified in Formula 5-7.   

𝑑(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)
2𝑛

𝑖=1              (5) 

𝑑(𝑥, 𝑦) = ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1               (6) 

𝑑(𝑥, 𝑦) = max
𝑖

(|𝑥𝑖 − 𝑦𝑖|)              (7) 

kNN determines a category of a test data by 

discovering k nearest neighbor after calculating the 

distance of the test data to each data in the training 

data. The class is determined by the majority class of 

the k nearest neighbors. 
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e. Multi Layer Perceptron (MLP) 

  MLP is a neural network configuration 

comprising a minimum of three layers.   These layers 

consist of one designated input layer for processing 

input data, one or more hidden layers, and an output 

layer responsible for executing calculations and non-

linearization. The introduction of non-linear 

computation is achieved through the utilization of an 

activation function [36]. A depiction of an MLP 

featuring one input layer accommodating 4 features, a 

hidden layer comprising 2 neurons, and an output layer 

containing 3 output neurons can be observed in Figure 

2.   

 

 
Figure 2. Illustration of an MLP network 

 
2.4 K-Fold Cross Validation 

After developing a model, it is crucial to evaluate 

its generalizability by assessing its performance on 

unseen test data.   Cross-validation is a commonly used 

technique for this purpose.   This approach involves 

dividing the dataset into two subsets, with one utilized 

for training the model and the other for testing its 

performance [37]. 

K-fold cross-validation divides the dataset into k 

equal partitions. One portion is allocated for testing 

while the others are for training. This process is 

repeated k times and the performance of each iteration 

is averaged. 

 

2.5 Evaluation Metrics 

Various methods are available for evaluating the 

performance of a classifier.   The primary metrics used 

for this purpose include precision, recall, and F1 score.   

These metrics are derived from comparing the 

classifier's output with the true class labels. This 

comparison can be represented in a tabular form 

known as a confusion matrix, as depicted in Figure 3.   

 

 Actual 

Positive 

Actual 

Negative 

Predicted 

Positive 

True Positive 

(TP) 

False Positive 

(FP) 

Predicted 

Negative 

False Negative 

(FN) 

True Negative 

(TN) 
Figure 3. Illustration of Confusion Matrix 

Precision is determined through a confusion 

matrix, denoting the proportion of accurately predicted 

positive instances out of all predicted positive 

instances.   In contrast, recall represents the proportion 

of actual positive instances correctly identified as 

positive.   The F1 score, on the other hand, is calculated 

as the harmonic mean of precision and recall.   These 

metrics, including precision, recall, accuracy, and F1 

score, are mathematically represented by Formula 8-

11 [38].   

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                             (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                             (9) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                          (10) 

𝐹1 =
2.𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                           (11) 

The evaluation metrics can be extended to 

multiclass evaluation by introducing macro-averaging. 

Before peforming the averaging, the TP, FP, and FN 

are calculated based on One-vs-Rest approach, where 

virtually n classifiers were developed to classify each 

class. After that, the Precision, Recall, Accuracy, and 

F1 score are calculated using macro-averaging as 

follows [39]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑎𝑐𝑟𝑜 =
1

𝑁
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖

𝑁
𝑖=1             (12) 

𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑎𝑐𝑟𝑜 =
1

𝑁
∑

𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑁𝑖

𝑁
𝑖=1                         (13) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑚𝑎𝑐𝑟𝑜 =
1

𝑁
∑

𝑇𝑃𝑖+𝑇𝑁𝐼

𝑇𝑃𝑖+𝑇𝑁𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖

𝑁
𝑖=1           (14) 

𝐹1𝑚𝑎𝑐𝑟𝑜 = ∑
2.𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖.𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑁
𝑖=1                         (15) 

 

2.6 Dataset 

This study utilizes the Sperm Morphology Image 

Data Set (SMIDS) [40] which consists of 3000 images 

of individual sperm cells categorized based on their 

morphology.   The dataset includes three groups: 

normal sperm, abnormal sperm, and non-sperm.   Each 

category's sample is illustrated in Figure 4. The 

distribution of images within each class is evenly 

balanced, as detailed in Table 2.   

 

 
(a) Normal 

 
(b)abnormal 

 
(c) Non-sperm 

Figure 4. Sample image for each category 

 
Table 2. Data distribution per class. 

Class Number of 

data 

Normal 1021 

Abnormal 1005 

Non-sperm 974 
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2.7 Experiment Setting 

The proposed method is implemented using 

Orange [41] data mining toolbox version 3.37.0. For 

extracting features from image, image embedding 

based on SqueezeNet is used. SqueezeNet-based 

image embedding produces a feature vectors of 1000 

elements. The network was trained using ImageNet 

dataset. In order to have fair evaluation, the training 

and testing scheme is set to 10-fold cross-validation. 

Hyperparameters for each machine learning model are 

available in Table 3 - Table 6. 

 
Table 3. Hyperparameters for SVM. 

Hyperparameter Value 

Cost 1.00 

Epsilon 0.1 

Kernel RBF 
Iteration limit 100 

 
Table 4. Hyperparameters for Random Forest. 

Hyperparameter Value 

Number of trees 100 

Min subset split 5 

 
Table 5. Hyperparameters for MLP. 

Hyperparameter Value 

Neurons in 

hidden layer 

128 

Activation ReLu 
Solver Adam 

Max iteration 200 

 
Table 6. Hyperparameters for kNN. 

Hyperparameter Value 

Number of 
neighbors 

5 

Metric Euclidean 

Weight Uniform 

 

3 RESULTS AND DISCUSSION 

3.1 Image Color Type 

The initial study aimed to investigate the impact 

of the number of color channels on the performance of 

the classification algorithm.  To achieve this objective, 

a SVM classifier was trained on both RGB and 

grayscale images, and the outcomes were assessed 

through a 10-fold cross-validation process. 

Table 7 presents a performance analysis of SVM 

trained on both RGB and grayscale images.   The 

results indicate that utilizing RGB images enhances 

the performance of SVM classifiers across all 

evaluation metrics. Nevertheless, the improvement is 

marginal, amounting to only 3.91%. This modest 

enhancement could be attributed to the adequate 

visibility of sperm cell defects in grayscale images.   In 

cases where superior performance is required, it is 

advisable to employ RGB images. Conversely, if 

speed is of utmost importance, grayscale images 

represent a more suitable alternative. 

 
Table 7. Classification performance on RGB dan grayscale image 

Metric Grayscale RGB 

Precision 0.749 0.773 
Recall 0.741 0.771 

Accuracy 0.741 0.771 

F1 0.742 0.771 

 

3.2 Comparison Between Classification 

Algorithms 

A second experiment was conducted to determine 

the optimal method for categorizing defects in images 

of sperm cells.   Five traditional machine learning 

algorithms, namely SVM, random forest, MLP, naive 

bayes, and kNN, were utilized for training and 

assessment through 10-fold cross-validation on RGB 

images.   Each algorithm underwent training and 

evaluation using identical data splits to ensure 

consistency. 

Table 8 presents a comparative analysis of the 

effectiveness of individual algorithms in the 

classification of the sperm data.   The MLP algorithm 

demonstrated superior performance, as evidenced by 

achieving the highest F1 score.   Among the algorithms 

assessed, only MLP and random forest were able to 

attain F1 scores exceeding 80%. MLP emerges as a 

suitable choice for this task due to its capacity to model 

non-linear functions and make accurate estimations 

when provided with a hidden layer containing an 

adequate number of nodes. Moreover, the dataset 

comprises 3000 images featuring 1000 characteristics, 

a combination robust enough to prevent both 

overfitting and underfitting. Furthermore, the 

simplicity of MLP's architecture serves to mitigate the 

risks associated with the vanishing gradient issue.   

 
Table 8. Performance comparison on several classifiers 

Algorithm Precision Recall Accuracy F1 

SVM 0.773 0.771 0.771 0.771 
RF 0.821 0.814 0.814 0.816 

MLP 0.854 0.854 0.854 0.854 

NBC 0.760 0.755 0.755 0.757 
kNN 0.802 0.788 0.788 0.790 

 
Table 9 presents the classification accuracy of 

each class in the dataset utilizing MLP. Based on the 

F1 score, the classifier displayed optimal performance 

in distinguishing non-sperm cells.   Non-sperm cells 

exhibit distinct shapes that are visually distinguishable 

from sperm cells, allowing the classifiers to identify 

them accurately. Conversely, discerning between 

normal and abnormal cells is more challenging, as the 

distinctions may involve the presence or shape of 

specific parts of the sperm cells.   Consequently, this 

poses increasing difficulties for classifiers in 

accurately recognizing these differences.   

 
Table 9. Classification performance on each class 

Class Precision Recall F1 

Normal 0.831 0.856 0.843 

Abnormal 0.814 0.811 0.813 
Non-sperm 0.921 0.895 0.908 

 
 The time required for training and testing in each 

classification algorithm is outlined in Table 10. In this 

particular scenario, the total training time only 

encompassed the time spent on training the classifier, 
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as the feature extractor utilizing image embedding was 

not retrained. Among the classification algorithms 

tested, the random forest algorithm proved to be the 

most time-consuming to train, requiring nearly 3 

minutes to complete the training process.   Conversely, 

the MLP algorithm, which exhibited the highest level 

of accuracy, took approximately one and a quarter 

minutes to finish training. The remaining algorithms 

required less than thirty seconds to complete training.   

It is worth noting that the training time for the kNN 

algorithm is zero, as kNN does not involve an actual 

training step.   Regarding testing time, all algorithms 

required only a few seconds to complete the testing 

phase.   

 
Table 10. Training and testing time (in second) for each classifier 

Algorithm Training Time Testing Time 

SVM 29.490 4.002 

Random Forest  169.835 1.169 
MLP 75.511 2.333 

Naïve Bayes 5.426 1.176 

kNN 0 2.332 

 
3.3 Comparison with other methods 

We also compared the result of our proposed 

method with those of similar approach on the same 

dataset. Two previous works from Ilhan et al. [42] and 

Yüzkat et al. [14] were taken as comparison. Ilhan et 

al. used SURF and MSER feature descriptors and 

SVM as classifiers, while Yüzkat et al. developed 

ensembled model from 6 CNN models. 

Table 11 presents a comparison of the 

effectiveness of the suggested methodologies with 

others of a similar nature.   Our methodology achieved 

results that were on par with those of Ilhan et al.   

Nonetheless, we employed a generic feature extractor 

as opposed to handcrafted features that may not 

display strong generalizability.  In contrast, the method 

proposed by Yüzkat et al. demonstrated significant 

enhancements; however, this method necessitated the 

use of a complex combination of 6 CNN models that 

are costly to train. Of all the models, the least 

complecated one was trained for a duration of 11 

hours, while some of them required twice the amount 

of time for training.   In comparison, the combination 

of feature extraction and a classification algorithm in 

our proposed method took no more than 3 minutes at 

maximum to finish the training. 

 
Table 11. Performance comparison with other methods 

Method Accuracy (%) 

Ilhan et al. (SURF) 85.1 

Ilhan et al. (MSER) 85.7 
Yüzkat et al. (No augmentation) 66.45 

Yüzkat et al. (8x augmentation) 90.2 
Proposed 85.4 

 

4 CONCLUSION 

In this study, we have presented a straightforward 

yet efficient approach for the identification of sperm 

morphology in images of sperm cells. The 

methodology we have introduced strikes a balance 

between effectiveness and ease of implementation.  

We have attained a high accuracy rate of 85.4% with 

minimal training time. This finding is particularly 

useful for tasks requiring timely recognition of sperm 

morphology and for situations where hardware 

resources are limited, as it does not necessitate the use 

of a GPU and the computational process for inference 

is simple. 

More studies are needed to determine the 

significant characteristics produced by image 

embedding, as it involves many variables.   

Additionally, incorporating an explainability 

component into the suggested approach is beneficial, 

particularly in the medical sector where justification 

for classification is often required.   
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