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Abstract 

 

This research aims to develop a loan eligibility prediction model for Micro, Small, and Medium Enterprises 

(MSMEs) using the K-Nearest Neighbors (KNN) algorithm. The dataset utilized includes variables such as the 

length of business operation, number of workers, assets, and net turnover of MSMEs. The data is split into training 

and test sets with a 70:30 ratio. The KNN model is trained using the training data to classify loan eligibility based 

on a specified k value. The model predictions include whether a loan is accepted and the probability associated 

with each decision. The results indicate that the KNN model achieved an accuracy rate of 83.939% in predicting 

loan eligibility. Based on the predictions, 929 MSMEs were deemed eligible to receive loans according to the 

KNN model recommendations, while 170 MSMEs were classified as ineligible. These findings contribute 

significantly to the development of decision support systems in the banking and finance sectors, particularly in 

evaluating MSME loan eligibility. 
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1. INTRODUCTION 

Micro, Small and Medium Enterprises (MSMEs) 

play a very important role in economic development 

and growth, not only in developing countries such as 

Indonesia, but also in developed countries [1]. In 

Indonesia, in addition to their role in economic 

development and growth, MSMEs also play a very 

important role in overcoming unemployment [2]. 

Therefore, MSMEs need to be developed because they 

can drive the growth rate of the Indonesian 

economy[3]. 

Current business developments have led to a 

renewal with the presence of Micro, Small and 

Medium Enterprises (MSMEs). Based on data from 

the Central Statistics Agency (BPS), the percentage of 

MSMEs in Indonesia is 98.68% of the total business 

sector in Indonesia [4]. There are several things that 

underlie the formation of MSMEs in Indonesia, 

namely the needs that must be met by the Indonesian 

people due to the large demand from the community. 

MSMEs that develop in the community itself are able 

to increase economic growth 25% of people believe 

that this technology will result in innovation [4][5][6]. 

The growth of Micro, Small and Medium 

Enterprises (MSMEs) in Indonesia has become a 

major focus in efforts to improve the economy in an 

inclusive manner [7]. MSMEs play an important role 

in creating jobs and improving income distribution in 

various regions [7]. However, the main challenge 

faced by MSMEs is access to adequate financial 

resources. The implementation of Machine Learning 

technology in this sector has great potential to improve 

efficiency and effectiveness in fund management [8]. 

Complicated and inefficient credit application 

processes are often a major obstacle for MSMEs to get 

the funds they need. The lack of complete and accurate 

historical data often results in subjective and sub-

optimal risk assessments. This can hinder the growth 

of MSME businesses and reduce their opportunity to 

expand [9]. 

Limitations in risk assessment often discourage 

savings and loan cooperatives from extending credit to 

MSMEs, especially those without a strong credit 

history [10]. Inappropriate risk assessment can also 

result in misallocated funds, reducing financial sector 

efficiency and overall economic growth. This is a 
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crucial issue that needs to be addressed to support the 

sustainable growth of MSMEs [11]. 

The application of data mining and the K-Nearest 

Neighbors (KNN) algorithm is in line with Azizah's 

research (2022) showing that the KKN model 

succeeded in classifying aid recipients with a high 

accuracy of 98.46%. The results show that 339 MSME 

participants are eligible to receive assistance according 

to the KNN model recommendations, while 42 

participants are not eligible [12].  

Machine learning models, such as Gradient K 

Nearest Neighbours (KNN) have proven effective in 

predicting and optimizing [13] the power of machine 

learning algorithms becomes apparent [14]. Trained 

on comprehensive data sets that include damage 

assessments for various structural models, these 

algorithms can learn to accurately predict structural 

damage. This not only simplifies the task of 

performing accurate structural analysis but also 

provides invaluable insights that can significantly [14] 

Previous research by Elisa (2022) also showed the 

successful use of the KNN model where out of 26 

training data tested, 20 data have been classified 

correctly, while 6 data have not been classified 

accurately, resulting in a percentage of Correctly  

Classified Instances of 77.00%. The results of this 

analysis can be used effectively to determine future 

sales targets, which will have an impact on the level of 

sales of MSMEs in the future [15]. 

To overcome this problem, the implementation of 

Machine Learning technology with the K-Nearest 

Neighbors (KNN) algorithm can be an effective 

solution [16]. By utilizing historical data and relevant 

variables, the system can generate predictive models 

that are able to provide a more accurate and objective 

risk assessment [17]. This not only makes it easier for 

financial institutions to make lending decisions, but 

also provides greater opportunities for MSMEs to gain 

access to the funding they need to grow their 

businesses. 

2. RESEARCH METHOD 

 

Figure 1. Research Freamwork 

This research uses Primary data where the dataset 

is taken from the Savings and Loan Cooperation which 

focuses on MSME data, covering various statistical 

aspects that are relevant for credit risk assessment 

analysis. The data used includes length of business 

establishment in years, business assets, number of 

employees, income in months, etc. Using such data, 

this research aims to provide a more accurate risk 

assessment and support better lending decisions. Data 

collection for this study was conducted from the 

beginning of 2024 until May 2024. The data collected 

included relevant MSME statistics such as length of 

business establishment, assets, number of employees, 

and net turnover, which were obtained from Koprasi 

and MSME managers over the last 3-year period. 

 

2.1 Model architecture 

 

The admin inputs information related to the 

applicant/customer's business, such as length of 

business, number of employees, net turnover, and 

assets which are then sent via HTTP request to the web 

server. There, the data is processed using the K-

Nearest Neighbors (KNN) module to predict loan 

eligibility. The results of this prediction are then 

conveyed to the user through a web interface, 

providing the admin with the information needed to 

make an informed decision on the loan decision to be 

made. The architecture of the system built is shown in 

Figure 2. 

 

Figure 2. Model Architecture 

 
2.2 K-Nearest Neighbors (KKN) Model 

 

The calculation of the neighboring distance uses 

the euclidien algorithm as shown in the equation 1 

[16]. 

      euc=√((a_1−b_1)^2+⋯+(a_n−b_n)^2) 

Where a = a1, a2, ..., an, and b = b1, b2, ..., bn 

represent n attribute values from two records. For 

attributes with category values. The formulation is as 

given 

𝑒𝑢𝑐 = √(∑(𝑝𝑖 − 𝑞𝑖)2)

𝑛

𝑖=1

 (1) 

 

Description 

pi = sample data / training data 

qi  = test data / testing data 
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i  = data variable 

n  = data dimension  

The accuracy of the KNN model is calculated by 

comparing the prediction results with the actual data 

on the test dataset. For obtain the accuracy value used 

Equation 2. 

 

Accuracy = 
Number of Correct Accuracy

Total Test Data
 x 100%     (2)  

 

K-Nearest Neighbor (K-NN) belongs to the 

instance-based learning group. This algorithm is also 

one of the lazy learning techniques. kNN is performed 

by finding the k groups of objects in the training data 

that are closest (similar) to objects in the new data or 

testing data. 

3. RESULT AND DISCUSSION 

3.1 Dataset 

 
The dataset used is a data set taken from 

corporation data, the variables taken are length of 

business, number of workers, assets, net turnover, and 

also the terms accepted, the data has a range of 1099 

contents per variable. Where this dataset is important 

koprasi data taken from customer data that has 

performed transaction actions, the data set has 

vulnerable data values that vary from 0-10 years of 

business, the number of workers from 0-9 people, the 

number of assets from vulnerable RP. 0-15000000,00, 

the amount of net turnover is vulnerable from RP. 0-

5500000,00 and the conditions accepted are in the 

form of yes with variable 1 and not accepted with 

variable 0. 

 

 
Figure 3. Dataset Application 

 

3.2 System View 

 

On the input page there are several functions, 

namely the data input function according to the 

variables. Where each input variable is input according 

to the data of each member who applies for a loan, the 

variables include length of business, number of 

workers, assets, net turnover, and value as a 

benchmark for the calculation, and the prediction 

button to process the data that has been inputted earlier 

using the knn algorithm and dataset as a benchmark for 

vulnerable variables. For the input data page is shown 

in Figure 4. 

 
Figure 4. Data Input Page 

 

The results page displayed in Figure 5 is the result of 

calculations using the K-NN algorithm and displays 

several results, including: input data according to 

previously inputted data variables, prediction results, 

accuracy model with k value and percentage of 

prediction results that are close to the data. 

 

 
Figure 5. Result Page 

 

3.3 Result KNN Model 

 

Through this implementation, we can see that this 

application still has some limitations that need to be 

improved. However, the results achieved show the 

potential of this application in predicting SME loan 

approval using relevant data and the KNN algorithm. 
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Where the total data tested is 1099 data, each variable 

tested displays a different model accuracy value 

depending on the K value, where the lower the K 

value, the higher the percentage value of model 

accuracy, for example with data on business length 2, 

number of workers 6, assets 5000000, net turnover 

2500000, with a K value of 100, the accuracy of the 

resulting model is 57. 898% while with the same 

variables but a smaller K value of 10 then the accuracy 

of the model will increase to 70.303%, the highest 

model accuracy is of course with a K value of 1 which 

is 83.939% but from this data it does not yet have high 

accuracy due to limited test data and test data so that 

each different variable data will produce the same 

percentage of model accuracy with each of the same k 

values. The results showed that the KNN model 

achieved an accuracy level of 83.939% in predicting 

loan eligibility. From the prediction results, 929 

MSME data were declared eligible to receive loans 

according to the KNN model recommendations, while 

170 MSME data did not qualify. 

4. CONCLUSION 

This research aims to develop a loan eligibility 

prediction model for Micro, Small, and Medium 

Enterprises (MSMEs) using the K-Nearest Neighbors 

(KNN) algorithm. The dataset used in this study 

consists of real data from cooperative customers (KSP) 

and includes variables such as business duration, 

number of workers, assets, and net turnover of 

MSMEs. The KNN algorithm was chosen due to its 

ease of operation, and the dataset is relatively 

straightforward to process. The application developed 

from this research simplifies the process for users to 

determine the percentage of eligible loans. The 

resulting model demonstrated high accuracy, 

achieving 83.939% in predicting loan eligibility. The 

model classifies MSME data into two categories: 

eligible or ineligible, while also providing a 

probability for each decision. Based on the prediction 

results, 929 MSMEs were classified as eligible to 

receive loans, while 170 MSMEs were deemed 

ineligible. These findings represent a significant 

contribution to the development of decision support 

systems in the banking and finance sector, particularly 

in evaluating MSME loan eligibility. 
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