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Abstract 

 

Accurate and timely diagnosis of wrist and hand bone fractures is crucial to ensure effective treatment and avoid 

complications such as avascular necrosis or non-union. However, manual interpretation of radiographic images is 

prone to errors due to the fractures' subtle and complex nature. This study applies Convolutional Neural Networks 

(CNN) to address this challenge, using DenseNet and Xception architectures for automated fracture classification. 

The models are optimized to enhance diagnostic accuracy and training efficiency by leveraging transfer learning. 

The research utilizes two publicly available musculoskeletal radiography datasets and employs deep learning 

techniques within the Keras framework. DenseNet is applied to wrist images due to its dense connectivity, which 

retains information from earlier layers, while Xception is employed for hand bone images to detect intricate 

patterns through depthwise separable convolutions. The DenseNet model achieved a test accuracy of 97.5% for 

wrist fracture classification, and the Xception model achieved 92% accuracy for hand bone fracture classification. 

These results demonstrate the potential of tailored CNN architectures combined with transfer learning to 

significantly improve fracture detection, thereby supporting medical professionals in making faster and more 

accurate clinical decisions.  
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1. INTRODUCTION 

Hand and wrist bone fractures are a major 

worldwide health concern because they significantly 

increase the risk of disability and reduced mobility. 

The World Health Organization (WHO) estimates that 

1.71 billion individuals worldwide suffer from 

musculoskeletal disorders, of which bone fractures are 

a leading cause [1]. As complex and vital components 

of the human body, the hand and wrist are crucial for 

daily tasks, including eating, writing, and clothing. A 

person's quality of life may be significantly impacted 

by injuries to these areas [2]. Consequently, timely and 

precise fracture detection and classification are 

essential for efficient treatment and for reducing long-

term issues like malunion (inappropriate bone healing) 

or irreversible functional damage. 

Even while doctors are crucial in identifying bone 

fractures, there is still a significant margin for 

diagnostic error. According to research by Zhang et al. 

[3], radiology and orthopedic professionals diagnose 

fractures with an error margin of 7%–8% and accuracy 

rates of roughly 92%–93%. These inaccuracies are 

caused by several factors, including physician 

weariness, fracture presentation diversity, and the 

intricacy of X-ray pictures. Patients who receive a 

misdiagnosis run the risk of experiencing chronic 

discomfort, decreased functionality, or even 

permanent impairment as a result of delayed or 

improper treatment. These difficulties show how 

urgently sophisticated diagnostic instruments are 

needed to improve precision and aid in therapeutic 

judgment. 

Recent advancements in Artificial Intelligence 

(AI), particularly in deep learning using Convolutional 

Neural Networks (CNNs), have shown promise in 

improving medical imaging analysis, including 

fracture classification. CNNs have demonstrated 

exceptional capabilities in extracting critical features 

from medical images, enabling accurate classification 

and anomaly detection [4]. Studies such as those by 

Solikhun et al. [5] report CNN models achieving 

https://creativecommons.org/licenses/by-sa/4.0/
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fracture classification accuracies as high as 99%, 

showcasing the potential of AI to surpass traditional 

diagnostic methods. Additionally, transfer learning 

has emerged as an effective strategy for utilizing pre-

trained CNN models to improve performance on 

certain tasks, even with relatively small datasets [6]. 

Traditional machine learning (ML) techniques 

were not employed in this study due to the limited size 

of the datasets. ML models generally require large 

datasets to achieve reliable performance. With small 

datasets, these models are prone to overfitting and 

struggle to generalize effectively. Instead, deep 

learning approaches using CNNs with transfer 

learning were chosen, as transfer learning leverages 

pre-trained models to address data limitations while 

maintaining high accuracy and generalization. 

Many studies have been conducted on the use of 

CNNs and transfer learning for the classification of 

bone fractures. The efficiency of transfer learning in 

musculoskeletal X-ray classification, for example, was 

investigated by Kandel et al. [7]. They showed that the 

DenseNet and Xception architectures obtained 81% 

and 75% accuracy for classifying wrist and hand 

fractures, respectively. These accuracy levels, 

however, are not clinically applicable, underscoring 

the need for additional improvement. Gupta and 

Sharma [8] addressed challenges such as class 

imbalance by suggesting techniques like oversampling 

or undersampling to enhance model reliability and 

reduce bias. Meanwhile, Meena and Roy[9] 

emphasized the potential of CNN-based models, 

including XceptionNet, for fracture detection, though 

their study did not specifically focus on individual 

bone regions. 

Based on these studies, this research employs 

DenseNet and Xception architectures to improve 

fracture classification performance. DenseNet’s 

densely connected layers efficiently retain and reuse 

information from preceding layers, making it 

particularly effective for wrist fracture classification 

[7]. Similarly, Xception’s use of depthwise separable 

convolutions enhances computational efficiency and 

pattern recognition, making it well-suited for hand 

fracture classification [7].  

This study aims to implement DenseNet and 

Xception architectures for classifying hand and wrist 

fractures, leveraging transfer learning to enhance 

diagnostic accuracy. By addressing limitations in 

previous research and optimizing dataset preparation, 

this work seeks to advance the development of 

accurate and consistent decision-support systems in 

radiology. These improvements hold the potential to 

enhance diagnostic precision, reduce error rates, and 

ultimately improve patient outcomes in clinical 

settings. 

2. RESEARCH METHOD 

This study employs a structured methodology 

comprising several key stages: data collection, data 

augmentation and preprocessing, model training, and 

model evaluation. Each stage is essential to ensure the 

model achieves accurate predictions aligned with the 

research objectives. The research methodology 

workflow used in this study can be represented by 

Figure 1. 

 
Figure 1. Workflow of the Bone Fracture Classification Model 

Development 

 

2.1 Data Collection 

This study utilizes two public datasets: MURA by 

Rajpurkar et al. [10] and the Wrist Fracture - X-rays 

dataset by Malik et al. [11]. The 40,561 

musculoskeletal radiography pictures from 14,863 

investigations that make up the MURA dataset have 

been classified as either normal or broken by radiology 

specialists [12]. Six certified Stanford radiologists 

provided additional labels for a test set of 207 

musculoskeletal studies to evaluate model 

performance and compare it to radiologist accuracy. 

This dataset includes images of various parts of the 

hand, including the wrist and hand bones, making it 

highly relevant to this research. 
Meanwhile, the Wrist Fracture - X-rays dataset by 

Malik et al. focuses specifically on wrist X-ray images, 

categorizing them as either "Fracture" or "Normal," 

with 111 and 82 images, respectively. These images 

were gathered from the Al-huda Digital X-ray 

Laboratory in Multan, Pakistan [13], with the primary 

objective of detecting wrist fractures. 

The model for the classification of wrist fractures 

is trained using the Malik et al. dataset, while the 

model for the classification of hand bone fractures is 

trained using the MURA dataset. Figure 2 provides 

sample images from the MURA dataset, illustrating 

hand and wrist classes, and Figure 3 showcases 

examples from the Malik et al. dataset for wrist 

images. 

 
Figure 2. Sample Images from Each Class of Hand and Wrist in 

the MURA Dataset 
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Figure 3. Sample Images from Each Class in the Malik Et Al. 

Dataset 

 

2.2 Data Augmentation and Data Preprocessing 

To prepare the dataset for training, several 

essential processes are included in the initial data 

processing. First, the dataset images are sorted. This 

step filters out inappropriate images, such as those 

showing objects unrelated to this study, like rings on 

fingers in hand X-rays or irrelevant background 

elements. Such images are removed to ensure they do 

not interfere with model training. 

After sorting, the next step is cropping to focus on 

the relevant areas of the images, specifically the bone 

regions being classified, while excluding unnecessary 

parts. Additionally, watermarks on some images are 

removed to prevent visual interference during 

classification. 

Once the suitable images are prepared, data 

augmentation is used to expand the amount and variety 

of the dataset. Various augmentation techniques, 

including 90 rotations, horizontal and vertical flips, 

are included in the data augmentation, adding 

variations in angles and orientations to enrich the 

dataset. Figure 4 displays examples of each 

augmentation technique alongside the original hand 

images. The same techniques are applied to wrist 

images. This augmentation process helps the model 

learn from a broader range of variations, improving its 

generalization ability. 

 

Figure 4. Sample Images of Hand Before and After Each 

Augmentation 

 

After augmentation, class balancing is performed 

to ensure an equal number of images for both classes 

in the dataset. This step prevents the model from being 

biased toward one class. If one class has fewer images, 

additional augmentations are applied to balance the 

numbers. The final wrist dataset contains 200 images 

each for the negative (no fracture) and positive 

(fracture) classes, totaling 400 images. For the hand 

dataset, each class contains 450 images, resulting in a 

total of 900 images. 

The next step is data preprocessing, which differs 

between the two datasets. The wrist dataset underwent 

initial preprocessing by the dataset provider, so only 

CLAHE (Contrast Limited Adaptive Histogram 

Equalization) is applied in this study to enhance local 

contrast, making bone details clearer under varying 

lighting conditions. In contrast, the hand dataset 

requires more comprehensive preprocessing, 

including CLAHE, contrast stretching to expand 

intensity ranges and reveal hidden details, and unsharp 

masking to improve image sharpness, making bone 

structures more distinct and easier for the model to 

identify. 

CLAHE modifies Adaptive Histogram 

Equalization (AHE) by limiting contrast enhancement 

to prevent artifacts like "halo effects" [14]. In AHE, 

excessive contrast in narrow histogram areas can 

amplify noise and cause halos [15]. CLAHE addresses 

this by setting a "clip limit" for contrast enhancement. 

The clip limit of a histogram is provided in Equation 

(1) where α is the clip factor, N is the grayscale value 

(256), and M is the area size [16]. 

𝛽 =
𝑀

𝑁
(1 +

𝛼

100
(𝑠 − 1)) ×  100% (1) 

Contrast stretching enhances image contrast by 

expanding the pixel intensity value range to a desired 

range, such as the entire pixel range that the image 

type permits. This technique adjusts pixel intensity 

distributions to highlight otherwise hard-to-see details, 

making them more visible and clear [17]. The formula 

for contrast stretching is presented in Equation (2) 

[18]: 

𝑔(𝑥, 𝑦) =  
𝑓(𝑥,𝑦) − 𝑚𝑖𝑛

𝑚𝑎𝑥 − 𝑚𝑖𝑛
 ×  255 (2) 

Where 𝑔(𝑥, 𝑦) is the matrix of the resulting image 

which range from 0 to 255, 𝑓(𝑥, 𝑦) is the original 

intensity value matrix, 𝑚𝑖𝑛 and 𝑚𝑎𝑥 are the minimum 

and maximum pixel intensity values of the original 

image [18]. 

Unsharp masking enhances image sharpness by 

subtracting a blurred (lowpass filtered) version of the 

image from the original. This technique highlights 

subtle details, making the final image appear sharper 

and clearer. The process mathematically combines the 

original image with the blurred version to emphasize 

clarity and detail. The unsharp masking formula is 

outlined in Equation (3) [19], where α and β are 

positive constants with α ≥ β. 

𝑓 = 𝛼𝑓 − 𝛽𝑓𝑙𝑝
 (3) 

Figures 5 and 6 showcase samples of images 

before and after preprocessing for wrist and hand 

objects. 
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Figure 5. Sample Images of Wrist Before and After Applying 

CLAHE 

 
Figure 6. Sample Images of Hand Before and After Applying 

CLAHE, Unsharp Masking, and Contrast Stretching 

 

After the preprocessing, the datasets are divided 

into three parts. For the wrist dataset, 70% is allocated 

for training, 10% goes to validation, and 20% goes to 

testing. For the hand dataset, 80% goes to training, 

10% goes to validation, and 10% goes to testing. 

 

2.3 Model Training 

This study employs deep learning as the primary 

method for medical image analysis, specifically for 

detecting fractures in hand and wrist bones. The model 

architecture used in this research is CNN, with two 

types of architectures: DenseNet and Xception. 

DenseNet was selected for its superior performance in 

processing wrist images, while Xception was utilized 

for hand bone images. Both architectures are well-

regarded for their accuracy in feature detection from 

images. 

The Keras framework, which is based on 

TensorFlow, was utilized to train the deep learning 

models. Model training was performed on a Graphics 

Processing Unit (GPU) to accelerate computations. 

The hyperparameters for the wrist images are 

listed in Table 1. Training was conducted with a batch 

size of 32, L2 regularization set to 0.01, the Nadam 

optimizer with 100 epochs, and a learning rate of 

0.0001. To avoid overfitting, early stopping was used, 

in which training stops if no increase in validation 

metrics is observed over several epochs. 

 
Table 1. Hyperparameters for Wrist Model 

Hyperparameter Value 

Learning Rate 0.0001 

Epoch 100 

Batch Size 32 

L2 Regularization 0.01 

Early Stopping 10 epoch 

 

The hyperparameters for the hand images are 

provided in Table 2. The training was conducted with 

a batch size of 32 and included fine-tuning the 

Xception model to enhance its ability to learn task-

specific features. Regularization parameters included 

L2 regularization set to 0.03 and dropout set to 0.2 to 

reduce overfitting. The Nadam optimizer with a 

learning rate of 0.001 was applied, and training lasted 

for 100 epochs. Additionally, the ReduceLROnPlateau 

technique was used to adjust the learning rate when no 

improvement in validation metrics was detected. 

 
Table 2. Hyperparameters for Hand Model 

Hyperparameter Value 

Learning Rate 0.001 

Epoch 100 

Batch Size 32 

L2 Regularization 0.03 

Dropout 0.2 

ReduceLROnPlateau 5 epochs 

 

To make sure the model could generalize to new 

data, this study used a k-fold cross-validation 

procedure (k=5) on the training dataset. Cross-

validation offers a more accurate evaluation of model 

performance and lowers the danger of overfitting. The 

dataset is divided into five subsets (folds), and training 

and validation are carried out five times. Each fold is 

used as validation data once, and the rest are utilized 

for training. This procedure guarantees that every 

piece of data is used as validation data at least once, 

resulting in a more representative assessment of 

performance. 

Each iteration involves splitting the data into 

training and validation sets, training a new model, and 

evaluating its performance using metrics like recall, 

accuracy, precision, and F1 score. Early stopping was 

implemented to prevent overfitting by tracking the 

validation accuracy and stopping the training after ten 

consecutive epochs if no progress was seen. 

The phases of the transfer learning process used in 

this study are depicted in Figure 7. 
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Figure 7. Phases of the Transfer Learning Process for Bone 

Fracture Classification 

 

2.4 Model Evaluation 

A number of metrics, including the confusion 

matrix, F1 score, recall, accuracy, and precision, were 

used to evaluate the model's performance. The model's 

accuracy shows how effectively it can distinguish 

between fractured and non-fractured images. The 

precision metric measures the proportion of predicted 

positive cases that come to pass. Recall gauges how 

well it can identify each genuine positive sample. F1 

score is obtained by calculating the harmonic mean of 

precision and recall [20]. Equations (4), (5), (6), and 

(7) represent the formulas for accuracy, precision, 

recall, and F1 score, respectively [21]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 ×  100% (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ×  100% (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ×  100% (6) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 ×  100% (7) 

The confusion matrix offers comprehensive 

metrics regarding the number of True Positives (TP), 

True Negatives (TN), False Positives (FP), and False 

Negatives (FN) [22]. This analysis provides more in-

depth understanding of the model's performance trends 

and identifies potential classification problem areas. 

3. RESULT AND DISCUSSION 

3.1 Training Results for the Wrist Model 

This study involved three experiments focused on 

wrist images, utilizing different datasets. The first 

experiment used the MURA dataset from the Large 

Dataset for Abnormality Detection in Musculoskeletal 

Radiographs by Rajpurkar et al. [10]. The training and 

validation accuracy graphs displayed in Figure 8 and 

the loss graphs in Figure 9 revealed unstable 

improvements in accuracy and non-converging 

reductions in loss. These patterns indicated signs of 

overfitting during training, making it challenging to 

achieve optimal performance. The final accuracy 

achieved with this dataset was only 91.7%. 

 

 
Figure 8. Training and Validation Accuracy Graph of the Wrist 

Model Using the MURA Dataset 

 

 
Figure 9. Training and Validation Loss Graph of the Wrist Model 

Using the MURA Dataset 

 

In the second experiment, the dataset was 

expanded by combining the Wrist Fracture - X-rays 

dataset by Malik et al. [11] with the MURA dataset. 

However, this approach also yielded unsatisfactory 

results. The combined dataset’s performance, as 

depicted in the training and validation accuracy graphs 

in Figure 10 and the loss graphs in Figure 11, showed 

continued difficulties in achieving optimal 

convergence. The model’s test accuracy was only 

89.9%, further highlighting the challenges of 

combining these datasets. 

 

 
Figure 10. Training and Validation Accuracy Graph of the Wrist 

Model Using the Combined Dataset 



Nusantara and Wonohadidjojo., Classification of Bone Fractures …   26 

 
Figure 11. Training and Validation Loss Graph of the Wrist Model 

Using the Combined Dataset 

 

In the final approach, training was conducted 

exclusively using the Wrist Fracture - X-rays dataset 

by Malik et al. [11]. This method produced 

significantly better results. The model obtained a 

97.5% accuracy rate using the DenseNet architecture. 

The stability of the training process was evident in the 

training and validation accuracy graphs in Figure 12 

and the loss graphs in Figure 13, which demonstrated 

consistent improvements in accuracy and converging 

loss reductions. These results confirmed that the model 

avoided issues of overfitting or underfitting. 

 

 
Figure 12. Training and Validation Accuracy Graph of the Wrist 

Model Using the Dataset by Malik et al. 

 

 
Figure 13. Training and Validation Loss Graph of the Wrist Model 

Using the Dataset by Malik et al. 

 

A confusion matrix, shown in Figure 14, was 

implemented to further evaluate the DenseNet model's 

performance. The model categorized both positive and 

negative images with very low error rates, as 

evidenced by the confusion matrix's 40 True 

Negatives, 0 False Negatives, 2 False Positives, and 38 

True Positives. There were no misclassifications of 

positive images as negative. The model's great 

performance was further demonstrated by additional 

metrics, such as accuracy, recall, and F1 score, which 

showed 100% precision, 95% recall, and 96.44% F1 

score. 

 
Figure 14. Confusion Matrix for Wrist Model Using the Dataset by 

Malik et al. 

 

The next step in the evaluation process involved 

applying cross-validation to assess the model's 

generalization capabilities. Cross-validation with k=5 

was applied, and the average performance across all 

folds is summarized in Tables 3 and 4. The model 

obtained an F1 score of 0.93, recall of 0.99, precision 

of 0.89, and average accuracy of 97.5%. These 

consistent outcomes indicate that the model performed 

well across various subsets of the dataset. 

Table 3. Comparison of Accuracy Metrics Results Per Fold of 

Wrist Model’s Cross-Validation 

Table 4. Comparison of Confusion Matrix Results Per Fold of 

Wrist Model’s Cross-Validation 

  

The model in Fold 1 achieved a precision of 1.00, 

recall of 0.97, and F1 score of 0.98 with only one 

minor error in positive predictions. Fold 2 showed an 

F1 score of 0.94, precision of 0.92, and recall of 0.97, 

with a few errors in the negative categories. With an 

F1 score of 0.94, recall of 1.00, and precision of 0.89, 

Fold 3 showed no missed positives but a few minor 

problems with negative predictions. Recall was 1.00, 

precision was 0.75, and F1 score was 0.86 because 

Fold 4 had several mistakes in negative classifications. 

Fold Accuracy Precision Recall F1 Score 

1 98.21% 100% 97% 98% 

2 92.86% 92% 97% 94% 

3 98.21% 89% 100% 94% 

4 98.21% 75% 100% 86% 

5 100% 90% 100% 95% 

Fold 
True 

Negative 

False 

Negative 

False 

Positive 

True 

Positive 

1 26 0 1 29 

2 19 1 3 33 

3 28 0 3 25 

4 24 0 8 24 

5 26 0 3 27 
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With slight misclassifications in negative predictions, 

Fold 5 showed strong results with a precision of 0.90, 

recall of 1.00, and F1 score of 0.95. 

 To further evaluate the overall performance of the 

model across all folds, the overall confusion matrix 

results, as shown in Figure 15, indicate a well-

balanced performance. The model correctly classified 

25 negative cases (True Negatives) and 28 positive 

cases (True Positives). Misclassifications included 4 

positive cases predicted as negative (False Negatives) 

and 0 negative cases predicted as positive (False 

Positives). This outcome further validates the model's 

robustness and its ability to generalize effectively 

across different subsets of the data. 

 
Figure 15. Overall Confusion Matrix Results Across All Folds of 

Wrist Model Cross-validation 

 

3.2 Training Results for the Hand Model 

The classification model for hand fractures, 

utilizing the Xception architecture, demonstrated 

strong performance as reflected in its accuracy, loss 

graphs, and evaluation metrics. The model 

successfully learns from the training data, as seen by 

the training and validation accuracy graph in Figure 

16, which displays a steady increase in training 

accuracy until stabilizing after about 20 epochs. 

Similarly, validation accuracy follows a comparable 

trend, closely aligning with training accuracy toward 

the end of the training process. This consistency 

suggests the model avoids overfitting. Meanwhile, the 

loss graph in Figure 17 reveals a significant initial drop 

in both training and validation loss, which levels out 

as epochs progress. This decline reflects the model's 

ability to minimize error during training. The model's 

performance stayed consistent by the end of the 

training period, despite slight fluctuations in 

validation loss at the beginning. 

 
Figure 16. Training and Validation Accuracy Graph of the 

Hand Model 

 

 

Figure 17. Training and Validation Loss Graph of the Hand 

Model 

 

The confusion matrix in Figure 18 further 

underscores the model's high classification accuracy. 

Most data were correctly classified, with 42 True 

Negatives and 43 True Positives. The model made 

seven errors, consisting of 3 False Negatives and 4 

False Positives. 

 

 
Figure 18. Confusion Matrix Results of the Hand Model 

 

Furthermore, the evaluation metrics support the 

dependability of the model. A substantial ability to 

accurately identify positive cases while reducing the 

misclassification of negative data as positive is 

indicated by the precision of 91.49%. The model's 

93.48% recall indicates it can correctly identify the 

majority of positive cases. A 92.47% F1 Score 

emphasizes a balanced connection between precision 
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and recall. The model performed robustly with few 

errors, achieving an overall accuracy of 92%. Despite 

minor fluctuations in validation loss, the results 

confirm the Xception architecture's effectiveness for 

hand image classification tasks. 

Cross-validation results further confirm the 

model's consistency, showing an average accuracy of 

92.36%, precision of 0.92, recall of 0.93, and F1 score 

of 0.92. These outcomes show that the model can 

function effectively across several kinds of data 

subsets. 

The fold-wise cross-validation results, detailed in 

Tables 5 and 6, reveal varying performances, with 

trends showing improved accuracy, precision, recall, 

and F1 scores in the higher folds. These results provide 

valuable insights into the model's generalization 

capabilities on unseen data. 

 
Table 5. Comparison of Accuracy Metrics Results Per Fold of 

Hand Model 

 

Table 6. Comparison of Confusion Matrix Results Per Fold of 

Hand Model 

 

Across five folds of cross-validation, the model 

showed steady improvement. Fold 1 had 75% 

accuracy with high recall (0.86) but low precision 

(0.68) due to 29 false positives. Accuracy improved to 

89.58% in Fold 2, with precision at 0.95 and an F1 

score of 0.89. Folds 3 and 4 achieved near-perfect 

results with accuracies of 99.31% and 97.90%, 

respectively, and minimal errors. Fold 5 reached 100% 

accuracy, precision, recall, and F1 score, confirming 

the model's strong generalization and reliability. 

The confusion matrix for the overall model 

performance across all folds further reinforces its 

strong predictive capabilities. As seen in Figure 19, the 

model correctly classified 65 negative cases (True 

Negatives) and 67 positive cases (True Positives), with 

only minor misclassifications. Specifically, 5 positive 

cases were misclassified as negative (False Negatives), 

while 7 negative cases were incorrectly predicted as 

positive (False Positives). These results indicate a 

well-balanced performance, where the majority of 

predictions are accurate. The model demonstrates high 

reliability in identifying both positive and negative 

cases, showcasing a minimal error rate and reinforcing 

its robust classification performance across all tested 

folds. 

 
Figure 19. Overall Confusion Matrix Results Across All Folds of 

Hand Model Cross-validation 

 

3.3 Discussion 

This study's findings show significant advances in 

classifying hand and wrist fractures using deep 

learning models, particularly DenseNet and Xception. 

The findings emphasize the importance of model 

architecture and dataset quality in achieving superior 

accuracy and reliability for medical imaging tasks.  

The DenseNet model achieved remarkable 

performance in wrist fracture classification with a 

97.5% accuracy on the Wrist Fracture - X-rays dataset, 

surpassing the 81% reported by Kandel et al. [7]. 

Additionally, the evaluation metrics from this study, 

including the 100% precision, 95% recall, and 97.44% 

F1 score, demonstrate its ability to minimize false 

positives and reliably detect fractures. DenseNet’s 

densely connected layers efficiently reuse features, 

enabling it to learn intricate patterns in X-rays, as 

reflected in its stable convergenve in training and 

validation graphs. 

Similarly, the Xception model achieved strong 

results for hand fracture classification, a significant 

improvement over the 75% accuracy reported by 

Kandel et al. [7]. Although its precision (91.49%) and 

F1 score (92.47%) were slightly lower than 

DenseNet’s, its improved performance in higher cross-

validation folds demonstrates its potential for tasks 

requiring detailed pattern recognition. These findings 

align with Meena and Roy [9], who emphasized the 

effectiveness of CNN-based models for fracture 

detection but lacked results for specific bone regions. 

The results also address limitations identified in 

prior studies. Gupta and Sharma [8] noted class 

imbalance in medical imaging datasets as a challenge, 

which was mitigated in this study by balancing 

datasets, resulting in DenseNet’s minimal false 

positives and Xception’s low error rates. However, the 

combined dataset experiment of the wrist model 

revealed challenges in merging heterogeneous 

datasets, reducing the accuracy to 89.9% due to 

inconsistencies in imaging standards and labeling. 

This finding underscores the need for harmonization 

techniques, such as domain adaptation, to address such 

issues. 

Fold Accuracy Precision Recall F1 Score 

1 75% 68% 86% 76% 

2 89.58% 95% 84% 89% 

3 99.31% 97% 99% 98% 

4 97.90% 100% 96% 98% 

5 100% 100% 100% 100% 

Fold 
True 

Negative 

False 

Negative 

False 

Positive 

True 

Positive 

1 44 10 29 61 

2 66 12 3 63 

3 66 1 2 75 

4 69 3 0 71 

5 80 0 0 63 
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The DenseNet model’s cconfusion matrix 

revealed one false positive (FP) and two false 

negatives (FN) out of 82 samples. The minimal FP rate 

demonstrates DenseNet’s high specificity, as it rarely 

misclassifies normal images as fractures. However, the 

two FNs indicate that subtle fracture features were 

missed, emphasizing the need for enhanced feature 

extraction to further improve sensitivity. These errors, 

while small, highlight the importance of refining the 

model to minimize missed diagnoses, which could 

delay treatment. 

The Xception model's confusion matrix revealed 

one FP and three FNs out of 85 samples. The single FP 

indicates robust specificity, while the slightly higher 

FN rate suggests challenges in detecting subtle or 

overlapping fracture features. This is consistent with 

Xception’s architectural focus on computational 

efficiency, which may sometimes sacrifice sensitivity 

to finer details. Targeted augmentation or 

preprocessing techniques could further enhance its 

performance in identifying complex patterns. 

The results underline the importance of dataset 

quality and alignment with model architecture. 

DenseNet and Xception performed better on the 

curated Wrist Fracture - X-rays dataset compared to 

the MURA dataset, highlighting the importance of 

high-quality, curated datasets. The combined dataset 

experiment demonstrated that merging datasets with 

different imaging standards and annotation styles can 

introduce inconsistencies, reducing performance. This 

underscores the necessity of harmonization and 

advanced preprocessing techniques to mitigate dataset 

variability. 

This research demonstrates significant progress in 

achieving clinically applicable accuracies compared to 

previous studies. The DenseNet and Xception models 

outperformed the results reported by Kandel et al. [7] 

and Gupta and Sharma [8], demonstrating superior 

generalization and robustness across all folds.  

In answering the research question, this study 

confirms that DenseNet and Xception are effective for 

wrist and hand fracture classification, respectively. 

DenseNet excelled in wrist fracture classification, 

achieving clinical-grade accuracy and reliability, 

while Xception performed well in hand fracture 

classification with some room for improvement. The 

results also underscore the pivotal role of dataset 

quality, balanced data distribution, and architecture 

alignment in influencing model performance.  

4. CONCLUSION 

This study explored the application of DenseNet 

and Xception architectures, enhanced with transfer 

learning, for classifying hand and wrist fractures. The 

results demonstrated significant advancements in 

diagnostic accuracy, addressing key challenges 

identified in prior research, such as suboptimal model 

performance and dataset-related issues. This study 

successfully improved model reliability and 

generalization by leveraging high-quality datasets and 

robust preprocessing techniques. 

DenseNet proved to be particularly effective for 

wrist fracture classification, achieving an accuracy of 

97.5% and demonstrating strong generalization across 

cross-validation folds. The model's high precision 

(100%) and recall (92.5%) highlighted its ability to 

minimize diagnostic errors, making it a reliable tool 

for clinical applications. Similarly, Xception showed 

strong performance in hand fracture classification, 

achieving an accuracy of 92% and a balanced F1 score 

of 92.47%. While Xception exhibited variability in 

early-stage cross-validation folds, its performance 

improved significantly in later folds, demonstrating its 

potential for complex fracture classification tasks. 

The findings underscore the importance of dataset 

quality and compatibility with the chosen model 

architecture. The use of the Wrist Fracture - X-rays 

dataset enabled stable training and better performance 

compared to the combined dataset approach, which 

encountered challenges due to inconsistencies in 

imaging standards. These results emphasize the need 

for careful dataset preparation, including strategies to 

address class imbalance and harmonize heterogeneous 

datasets. 

Despite the promising results, the study faced 

several limitations. First, the variability observed in 

early-stage cross-validation folds for the Xception 

model suggests potential sensitivity to data 

distribution. Second, the combined dataset approach 

highlighted the challenge of integrating heterogeneous 

data, which introduced inconsistencies and affected 

model performance. Additionally, the study focused 

on limited datasets, which may not fully capture the 

diversity of fracture cases encountered in clinical 

settings. These limitations suggest that more study is 

necessary to overcome these challenges. 

Future work should focus on optimizing the 

Xception model for hand fracture classification. This 

could involve expanding the dataset. Including multi-

institutional and multi-regional datasets with varying 

imaging modalities, such as CT scans or MRIs, could 

increase the robustness and generalizability of the 

models. Addressing dataset heterogeneity through 

domain adaptation techniques or feature alignment 

strategies would further enhance performance when 

merging datasets with different characteristics. 
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