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Abstract 

 

Data with long-term dependencies plays an important role in time series forecasting. However, studying data with 

long-term dependencies in time series data presents challenges for most algorithms. While some algorithms can 

forecast time series data, not all can model data with long-term dependencies effectively. The algorithm typically 

used for forecasting data with long-term dependencies is Long Short-Term Memory (LSTM), but LSTM can still 

face vanishing gradient issues, making it difficult to identify long-term dependencies in very long datasets. Another 

algorithm used for forecasting long-term time series data is the transformer. However, this algorithm has not yet 

shown better performance compared to simple linear models. The goal of this research is to develop an effective 

solution for forecasting time series data with long-term dependencies. The approach proposed in this research is 

the transformer with lagged features and also using time series cross-validation techniques. The results of this 

study show the performance of the transformer model in MAPE per fold on the BBCA stock dataset with a lag=5 

and fold=5 configuration as follows: 0.0390, 0.0329, 0.0207, 0.0554, 0.0423. On the USD/IDR exchange rate 

dataset, the results are 0.0273, 0.0431, 0.0498, 0.0236, 0.237. The results of each fold are inconsistent and show 

unstable performance, indicating that the transformer with lagged features and using time series cross-validation 

techniques has not yet been able to provide its best performance in long-term time series forecasting. 
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1. INTRODUCTION 

The technological developments in recent decades 

have triggered a digital revolution that affects every 

aspect of human life. Digital development essentially 

relies on internet technology [1]. Internet technology 

has currently transformed the economies in various 

parts of the world. This means that the internet allows 

products and services to reach a wider market share. 

This market expansion also leads to an increase in data 

volume known as big data. One of the causes of the 

increased data volume is the phenomenon of data 

being continuously altered, with changes occurring 

even in short intervals. 

Data has become a primary commodity for 

business actors and stakeholders in decision-making. 

Currently, data is often referred to as the oil of the 21st 

century [2]. Data has a significant and beneficial 

impact on the development and progress of businesses. 

One of the advantages of data is the ability to make 

more accurate and effective decisions, including how 

data is analyzed and modeled for specific purposes 

such as forecasting. 

Forecasting is defined as estimating future 

information using past data [3]. Forecasting is an 

important aspect to be implemented in business as it 

can accurately predict future trends and events, and is 

useful in many contexts, including business 

management [4]. 

Forecasting activities cannot be separated from 

past data, as this data serves as the primary raw 

material in the modeling process. The data available 

today tends to be more complex and has various 

characteristics. One example is data with long-term 

trends. Such data usually has long-term dependencies 
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that play an important role in time series forecasting 

[5]. 

Studying data with long-term dependencies 

present in time series data is a challenge for most 

algorithms [5]. While some algorithms can perform 

forecasting on time series data, not all algorithms can 

effectively model data with long-term dependencies. 

This issue can affect the quality of the model, which 

may not capture long-term patterns in time series data. 

As a result, making decisions based on such models 

can be difficult due to their inadequate performance in 

predicting long-term trends and changes in the data. 

The algorithm typically used for forecasting data 

with long-term dependencies is Long Short-Term 

Memory (LSTM). This algorithm uses a recurrent 

structure that is built and designed to address the issues 

of vanishing gradient and exploding gradient [3]. 

However, LSTM can still experience vanishing 

gradient problems, making it difficult to identify long-

term dependencies in very long data sequences [6]. 

Previous research proposed combining the 

estimation methods of fractional differentiation 

parameter (and/or Hurst parameter) with recurrent 

neural networks to study and predict long-term 

dependencies in information. This research evaluated 

four different architectures: simple RNN, LSTM, 

BiLSTM, and GRU. The results of this study indicate 

that accurate predictions can be made one step ahead 

of the long-term memory parameter, particularly with 

the BiLSTM network, which achieved the best results 

using the proposed methodology. However, there are 

still challenges, such as recurrent neural networks 

failing to capture points that are very far apart [5]. 

Previous research on the inefficiency of LSTM in 

handling long-term dependencies due to the vanishing 

gradient problem in LSTM networks. This research 

provides an empirical analysis using a case study on 

NASA's turbofan engine degradation. The research 

shows that the longer the input sequence, the harder it 

is for the LSTM model to remember all the relevant 

information [6]. 

Previous research on the effectiveness of 

transformers for long-term time series forecasting. 

This research proposes a simple single-layer linear 

model to compare with the transformer model. The 

results of this study show that the single-layer linear 

model demonstrates better performance compared to 

the transformer model [7]. 

Referring to the issues from previous research, the 

main focus of this study is on developing effective 

solutions and building models for forecasting time 

series data with long-term dependencies. Based on 

this, an approach is proposed to address data with 

long-term dependencies. The approach proposed in 

this study is a transformer with lagged features and 

time series cross-validation. The transformer, with its 

self-attention mechanism, can analyze the internal 

characteristics of the data effectively and focus on 

important information both globally and locally [8]. 

Based on this, the self-attention mechanism is suitable 

for long-term trend time series forecasting problems. 

This study also proposes the use of lagged features to 

capture temporal dependencies in the data and the use 

of time series cross-validation to maintain the 

temporal order of the data. 

2. RESEARCH METHOD 

This research method uses a quantitative approach 

with an experimental design. Experimental research 

provides researchers with the opportunity to directly 

influence the research variables and is the only type of 

research that can test hypotheses about causal 

relationships [9]. The method in this research is 

structured, systematic, planned, and clear. The method 

in this research is presented in the form of a diagram 

as shown in Figure 1 below: 

 

 
Figure 1. Research Stages 

 

2.1 Data Gathering 

The first step in this research is data gathering. 

Data gathering or data collection is a technique that 

researchers can use to collect data [10]. This research 

uses internet search techniques to collect data. The 

data used in this research consists of financial datasets, 

which include historical closing price data of BBCA 

stocks and historical closing price data of the exchange 

rate of the US Dollar to the Indonesian Rupiah. Each 

of these datasets has different trends. Figure 2 below 

shows the long-term trend of BBCA stock prices over 

a period of 10 years, which tend to increase. 

 

 
Figure 2. "BBCA stock closing price chart 

 

Unlike the long-term trend in BBCA stock prices, 

the closing price trend of the exchange rate between 

the US Dollar and the Indonesian Rupiah tends to be 

more volatile, although there are indications of an 

upward trend. Figure 3 below shows the closing price 

trend of the US Dollar against the Indonesian Rupiah 

over a period of 10 years. 
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Figure 3. USD/IDR exchange rate closing price chart 

 

2.2 Data Preprocessing 

The second step in this research is data 

preprocessing. Data preprocessing is the initial data 

processing procedure used to transform raw data 

obtained from various sources into cleaner and more 

usable information for further analysis [11]. Data 

preprocessing in this research includes data cleaning 

and adjusting data according to the needs. In this stage, 

data is sorted according to the order of dates, 

duplicates are managed, and missing data is filled 

using the linear interpolation method. Linear 

interpolation is an interpolation that assumes values 

form a straight line [12]. The linear interpolation 

equation for time series data is shown in Equation 1 

below. 

𝑦 =  𝑦0 +
𝑦1− 𝑦0

𝑡1− 𝑡0
 ×  (𝑡 −  𝑡0)                (1) 

The value to be determined is represented by 𝑦, 𝑦0 

is the known value at time 𝑡0, 𝑦1 is the known value at 

time 𝑡1. 𝑡 is the time of the interpolated value 𝑦, 𝑡0 is 

the time of the interpolated value 𝑦0 and 𝑡1 is the time 

of the interpolated value 𝑦1. 

 

2.3 Feature Engineering 

The third stage of this research is a feature 

engineering. Feature engineering is the process of 

extracting features from raw data and transforming 

them into a format suitable for machine learning 

models [13]. In this stage, temporal feature extraction 

is performed using lagged features. Lagged features 

are features that contain data from previous time steps 

[14]. Table 1 below is an example of the application of 

lagged features for univariate time series data on 

BBCA stock closing prices. 

 
Table 1. Illustration of Lagged Features on BBCA Stock Data 

Date Closing Price t-1 t-2 t-3 

05/01/15 2640 NaN NaN NaN 

06/01/15 2620 2640 NaN NaN 

07/01/15 2625 2620 2640 NaN 

08/01/15 2595 2625 2620 2640 

09/01/15 2585 2595 2625 2620 

12/01/15 2560 2585 2595 2625 

 

The illustration of lagged features in Table 1 uses 

a lag size of three, showing the stock prices from one 

day before (t-1), two days before (t-2), and three days 

before (t-3). These lagged features are used to help the 

model learn temporal patterns in the data, thereby 

improving prediction accuracy. 

 

2.4 Modeling 

The fourth stage of this research is modeling. This 

stage focuses on the development of a transformer 

model designed to address long-term dependencies in 

time series forecasting. In this stage, the model is 

designed using a transformer architecture with lagged 

features. The use of lagged features in the transformer 

architecture aims to enhance the model's ability to 

capture temporal patterns in the data. Figure 4 below 

shows the transformer architecture with lagged 

features. 

 
Figure 4. Transformer Architecture with Lagged Features 
 

Figure 4 shows that the encoder part of the 

transformer architecture receives input in the form of 

past values from time series data expressed in lags. 

The encoder then uses a self-attention mechanism to 

capture the temporal relationships between lags in the 

input sequence. This is followed by a feed-forward 

process to strengthen feature representation. Masked 

multi-head attention is used to prevent future 

information leakage, where only previous values are 

used. The output from the encoder is then processed in 

the multi-head attention in the decoder (cross-

attention). In this part, all the information from the 

encoder's output and the decoder is processed to 

capture the relationships from each piece of data. After 

the cross-attention stage, the next step in the decoder 

is the feed-forward process to learn the non-linear 

relationships between the data. The linear part 

functions to transform the decoder's output 

representation into the predicted value. 

 

2.5 Model Evaluation 

The fifth stage of this research is model 

evaluation. This research applies time series cross-

validation to evaluate the performance of the 

forecasting model. Time series cross-validation 

focuses on data partitioning that maintains its temporal 
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order. The characteristic of time series cross-validation 

is that the validation samples consist of consecutive 

observations [15]. It works by ensuring that the 

training data only includes information available up to 

a certain point in time, while the testing data is taken 

from the future after the training data. Figure 5 below 

shows how time series cross-validation works. 

 

Figure 5. How time series cross-validation works 
 

Figure 5 shows how time series cross-validation 

works. Each fold involves training data and testing 

data. The training data subset is gradually expanded by 

incorporating previous data. By applying time series 

cross-validation in this manner, each fold maintains 

the temporal order of the data. 

At this stage, an evaluation of each model will be 

carried out. Model evaluation is done by measuring 

how well a model performs in making predictions. 

Model performance evaluation is carried out using 

Mean Absolute Percentage Error (MAPE). MAPE is 

used to measure the average prediction error 

proportionally to the actual value [16]. The mean 

absolute percentage error equation is shown in 

Equation 2 below. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖 − ŷ𝑖

 ŷ𝑖
|𝑛

𝑖=1                 (2) 

Equation 2 consists of the summation of the 

absolute values obtained through the difference 

between the actual value 𝑦𝑖 and the predicted value ŷ 

divided by the predicted value ŷ. This value is then 

multiplied by one hundred percent. 

 

2.5 Result Analysis 

The final stage of this research is result analysis. 

This research focuses on analyzing the performance of 

the model in predicting long-term time series data. 

Observations focus on evaluation metrics to measure 

how well the model can predict values at each future 

time step. Comparing the prediction results of the 

transformer model with benchmark models provides 

deeper insights into the strengths and limitations of the 

model in handling long-term time series data. 

Visualization of prediction charts and error rate charts 

can also provide an understanding of the error patterns 

occurring in the model. 

This analysis stage aims to provide a clearer 

picture of the capability and stability of the 

transformer model in predicting data movements. The 

results of this analysis are also used to identify 

potential improvements and further developments in 

the transformer model to handle long-term time series 

data. 

3. RESULT AND DISCUSSION 

3. 1 Dataset Processing 

The dataset in this research consists of historical 

BBCA stock price data from January 2005 to 

December 2015 with daily frequency. The file format 

of the data used in this research is comma-separated 

values (csv). Figure 6 below shows a sample of the 

BBCA stock price data used in this research. 

 

 
Figure 6. Sample of BBCA stock data 

 

In addition to the BBCA stock closing prices, this 

research also uses historical closing price data of the 

US Dollar against the Indonesian Rupiah from January 

2005 to December 2015 with daily frequency. Figure 

7 below shows a sample of the US Dollar to 

Indonesian Rupiah exchange rate data. 

 

 
Figure 7. Sample of the US Dollar to Indonesian Rupiah exchange 

rate data 
 

The two datasets used will then be processed to 

select the values to be used for modeling. The values 

used for modeling are the closing prices in each 

dataset. Figure 8 below shows the sample closing price 

vectors in the BBCA stock dataset and the US Dollar 

to Indonesian Rupiah exchange rate dataset. 

 
Figure 8. Sample closing price vectors for BBCA stock and the US 

Dollar to Indonesian Rupiah exchange rate 
 

After feature selection on both datasets, the next 

step is data preprocessing. One of the activities in data 

preprocessing is data imputation. The technique used 

for data imputation is linear interpolation. Linear 

interpolation will fill in missing values by estimating 
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the value between two known data points, the 

calculation process of linear interpolation as shown in 

the equation 1. 

The next step after data preprocessing is the 

feature engineering stage. In this stage, the data will 

be adjusted for modeling needs, such as determining 

lag and target as shown in Figure 9 below. 

 
Figure 9. Sample lags and targets for BBCA stock closing prices 

and the US Dollar to Indonesian Rupiah exchange rate 
 

Figure 9 shows the historical closing price data of 

BBCA stock and the historical closing price data of the 

US Dollar to Indonesian Rupiah exchange rate, 

already in the form of lag and target. 

 

3. 2 Modeling and Evaluation 

Model formation is carried out through the data 

training process. The data used in the training process 

is the training data with hyperparameter variations to 

find the best model. The first experiment conducted in 

this research is the experiment on determining the 

number of lags and folds. This experiment uses 

variations in the number of folds in time series cross-

validation and variations in lags in lagged features. 

Table 2 below shows the results of the lag 

experiment on the BBCA dataset and the US Dollar to 

Indonesian Rupiah exchange rate dataset. This 

experiment aims to observe the impact of the variation 

in the number of lags on the error rate and the 

execution time produced. 

 
Table 2. Lag Experiment on Transformer Model 

Dataset Number 

of Folds 

Number 

of Lags 

MAPE Execution 

Time (s) 

BBCA 

Stock 
5 

5 0,0381 3312 

10 0,0400 3427 

15 0,0417 3815 

20 0,0574 3847 

Currency 

Exchange 

Rate 

(USD/IDR) 

5 

5 0,0335 3506 

10 0,0536 3677 

15 0,0500 3836 

20 0,0546 3822 

 

The lag experiment in Table 2 was evaluated 

using MAPE. The MAPE results show that increasing 

the lag does not always affect the error rate. The results 

also show that predominantly using lag=5 results in the 

minimum error rate. This indicates that the use of 

short-term information has good relevance in model 

formation. This experiment also shows that the 

number of lags affects the model's execution time. The 

larger the number of lags, the higher the potential for 

increased execution time. 

This research also conducted experiments on the 

variation of the number of folds in both datasets. The 

aim of this experiment is to observe the impact of the 

variation in the number of folds on the error rate and 

the execution time produced. Table 3 below shows the 

results of the fold number experiment measured using 

MAPE. 
Table 3. Fold Experiment on Transformer Model 

Dataset Number 

of Lag 

Number 

of Folds 

MAPE Execution 

Time (s) 

BBCA 

Stock 
5 

5 0,0381 3312 

10 0,0471 6781 

15 0,0518 10521 

20 0,0402 13581 

Nilai Tukar 

Mata Uang 

(USD/IDR) 
5 

5 0,0335 3506 

10 0,0321 7019 

15 0,0285 10598 

20 0,0364 13202 

 

Table 3 shows that increasing the number of 

folds does not always result in better error rates, 

indicating that the number of folds does not 

significantly affect the model's generalization ability, 

while execution time always increases with the 

number of folds. 

To observe the influence of variations in the 

combination of lag and fold on the error rate and 

execution time, variations of both were made as shown 

in Table 4 below. 

 
Table 4. Experiments on Fold and Lag in the Transformer Model 

Dataset Number 

of Folds 

Number 

of Lags 

Avg. 

MAPE 

Across 

all 

Folds 

Execution 

Time (s) 

Saham 

BBCA 
5 

5 0,0381 3312 

10 0,0400 3427 

15 0,0417 3815 

20 0,0574 3847 

10 

5 0,0411 6599 

10 0,0537 6943 

15 0,0484 7512 

20 0,0544 7897 

15 

5 0,0518 10521 

10 0,0506 10636 

15 0,0416 10960 

20 0,0525 10985 

20 

5 0,0402 13581 

10 0,0520 14483 

15 0,0559 15418 

20 0,0536 14679 

Currency 

Exchange 

Rate 

(USD/IDR) 

5 

5 0,0335 3506 

10 0,0536 3677 

15 0,0500 3836 

20 0,0546 3822 

10 

5 0,0338 6798 

10 0,0540 7398 

15 0,0556 7898 

20 0,0512 7898 

15 

5 0,0285 10598 

10 0,0610 14583 

15 0,0568 15463 

20 0,0506 11380 

20 

5 0,0364 13202 

10 0,0587 14716 

15 0,0530 17317 

20 0,0600 14959 
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Table 4 shows the fold and lag experiments on the 

BBCA stock dataset and the US Dollar to Indonesian 

Rupiah exchange rate dataset. In the BBCA stock 

dataset, the impact of fold and lag on the error rate 

varies, and increasing the fold and lag values does not 

always affect the error rate. Smaller fold and lag 

configurations can provide better results. 

In the dataset of the US Dollar to Indonesian 

Rupiah exchange rate, the results vary. Increasing the 

fold and lag does not always affect the error rate; 

however, an increase in the number of folds and lags 

will increase the execution time. The results also show 

that the number of folds and lags can produce a better 

error rate. The results of the experiment in Table 3 also 

provide information that larger variations in folds and 

lags will result in longer execution times. This 

information is needed because, besides the error rate, 

execution time will also be considered in the selection 

of the best model. 

The next experiment is to compare the 

performance of the transformer model and the LSTM 

model per fold. This test uses both datasets with all 

fold variations from the previous tests, while for the 

lag variation, only the lag value that results in the 

minimum error rate in Table 4 is used. Table 5 below 

shows the performance comparison of the transformer 

model and the LSTM model on the BBCA stock 

dataset. 

 
Table 5. Comparison of the Performance of Transformer and 

LSTM Models on the BBCA Stock Dataset with fold=5 and lag-5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0390 0,0190 

Fold 2 0,0329 0,0226 

Fold 3 0,0207 0,0148 

Fold 4 0,0554 0,0148 

Fold 5 0,0423 0,0111 

 

Table 5 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=5 and lag=5 configuration. Figure 

10 below shows the comparison of MAPE per fold of 

the transformer model and the LSTM model in 

graphical form. 

 
Figure 10. “Comparison graph of MAPE on BBCA stock with 

fold=5 and lag=5 
 

Based on the observations in the graph in Figure 

10, it shows that all folds in the LSTM model have a 

smaller error rate compared to the transformer model. 

The transformer model shows a fluctuating pattern, 

while the LSTM model shows a tendency to decrease 

the error rate. 

The next test was conducted using the dataset of 

the US Dollar to Indonesian Rupiah exchange rate. 

The results of this test are shown in Table 6 below. 

Table 6. Comparison of the Performance of Transformer and 

LSTM Models on the USD/IDR Exchange Rate Dataset with 

fold=5 and lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0273 0,0043 

Fold 2 0,0431 0,0065 

Fold 3 0,0498 0,0025 

Fold 4 0,0236 0,0035 

Fold 5 0,0237 0,0073 

 

Table 6 shows the comparison of the performance 

of the transformer model and the LSTM model with a 

fold=5 and lag=5 configuration. Figure 11 below 

shows the comparison of MAPE per fold on the 

transformer model and the LSTM model in graphical 

form. 

 
Figure 11. Comparison graph of MAPE on the USD/IDR exchange 

rate dataset with fold=5 and lag=5 
 

Based on the observations through the graph 

shown in Figure 11, the error rate on both models 

shows a fluctuating pattern; however, the LSTM 

model has a less significant difference in error rate 

compared to the transformer model. The next test will 

be conducted by increasing the number of folds as 

shown in Table 7 below. 

 
Table 7. Comparison of the Performance of Transformer and 

LSTM Models on the BBCA Stock Dataset with fold=10 and 

lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,1023 0,0214 

Fold 2 0,0225 0,0183 

Fold 3 0,0697 0,0299 

Fold 4 0,0593 0,0204 

Fold 5 0,0284 0,0210 

Fold 6 0,0299 0,0182 

Fold 7 0,0137 0,0114 

Fold 8 0,0261 0,0163 

Fold 9 0,0366 0,0144 

Fold 10 0,0229 0,0126 

 

Table 7 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=10 and lag=5 configuration. Figure 

0

0.05

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

BBCA Stock Price

Transformer Model LSTM Model

0

0.05

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Currency Exchange Rate [USD/IDR]

Transformer Model LSTM Model
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12 below shows the comparison of MAPE per fold on 

the transformer model and the LSTM model in 

graphical form. 

 

 
Figure 12. Comparison graph of MAPE on BBCA stock with  

fold 10 and lag=5 
 

Based on the observations made on the graph 

shown in Figure 12, both the transformer model and 

the LSTM model show a tendency to decrease the error 

rate. The next test is conducted on the dataset of the 

US Dollar to Indonesian Rupiah exchange rate as 

shown in Table 8 below. 

 
Table 8. Comparison of the Performance of Transformer and 

LSTM Models on the USD/IDR Exchange Rate Dataset with 

fold=10 and lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0232 0,0115 

Fold 2 0,0111 0,0038 

Fold 3 0,0468 0,0054 

Fold 4 0,0266 0,0064 

Fold 5 0,0529 0,0026 

Fold 6 0,0684 0,0029 

Fold 7 0,0267 0,0032 

Fold 8 0,0570 0,0032 

Fold 9 0,0178 0,0036 

Fold 10 0,0075 0,0081 

Table 8 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=10 and lag=5 configuration. The 

graph in Figure 13 below shows the comparison of 

MAPE per fold on the transformer model and the 

LSTM model. 

 

 
Figure 13. Comparison graph of MAPE on the USD/IDR exchange 

rate dataset with fold =10 and lag=5 
 

Based on the graph shown in Figure 13, both the 

transformer model and the LSTM model show a 

fluctuating pattern in the error rate. Although both 

show a fluctuating pattern, the LSTM model does not 

show significant changes compared to the transformer 

model. In the next test, the number of folds will be 

increased again, as shown in Table 9 below. 

 
Table 9. Comparison of the Performance of Transformer and 

LSTM Models on the BBCA Stock Dataset with fold=15 and 

lag=15 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0535 0,0263 

Fold 2 0,0882 0,0260 

Fold 3 0,0297 0,0274 

Fold 4 0,0496 0,0336 

Fold 5 0,0715 0,0525 

Fold 6 0,0459 0,0281 

Fold 7 0,0432 0,0188 

Fold 8 0,0321 0,0165 

Fold 9 0,0376 0,0171 

Fold 10 0,0429 0,0293 

Fold 11 0,0189 0,0258 

Fold 12 0,0379 0,0168 

Fold 13 0,0300 0,0158 

Fold 14 0,0180 0,0127 

Fold 15 0,0255 0,0140 

 

Table 9 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=15 and lag=15 configuration. The 

performance comparison graph of the transformer 

model and the LSTM model is shown in Figure 14 

below. 

 
Figure 14. Comparison graph of MAPE on the BBCA stock dataset 

with fold=15 dan lag=15 
 

The graph in Figure 14 shows that the error rate in 

both models tends to decrease. The next test is 

conducted on the dataset of the US Dollar to 

Indonesian Rupiah exchange rate as shown in Table 10 

below. 

 
Table 10. Comparison of the Performance of Transformer and 

LSTM Models on the USD/IDR Exchange Rate Dataset with 

fold=15 and lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0165 0,0062 

Fold 2 0,0069 0,0086 

Fold 3 0,0073 0,0042 

Fold 4 0,0070 0,0040 

Fold 5 0,0542 0,0080 

Fold 6 0,0185 0,0076 

Fold 7 0,0462 0,0033 

Fold 8 0,0349 0,0014 

Fold 9 0,0532 0,0040 

0

0.05

0.1

Fold
1

Fold
2

Fold
3

Fold
4

Fold
5

Fold
6

Fold
7

Fold
8

Fold
9

Fold
10

BBCA Stock Price

Transformer Model LSTM Model

0

0.05

Fold
1

Fold
2

Fold
3

Fold
4

Fold
5

Fold
6

Fold
7

Fold
8

Fold
9

Fold
10

Currency Exchange Rate [USD/IDR]

Transformer Model LSTM Model

0

0.05

Fo
ld

 1

Fo
ld

 2

Fo
ld

 3

Fo
ld

 4

Fo
ld

 5

Fo
ld

 6

Fo
ld

 7

Fo
ld

 8

Fo
ld

 9

Fo
ld

 1
0

Fo
ld

 1
1

Fo
ld

 1
2

Fo
ld

 1
3

Fo
ld

 1
4

Fo
ld

 1
5

BBCA Stock Price

Transformer Model LSTM Model



Varianto and Shimbun, Transformer With Lagged Features …   239 

Fold 10 0,0396 0,0050 

Fold 11 0,0569 0,0011 

Fold 12 0,0208 0,0037 

Fold 13 0,0157 0,0040 

Fold 14 0,0328 0,0045 

Fold 15 0,0176 0,0052 

Table 10 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=15 and lag=15 configuration. The 

performance comparison graph of the transformer 

model and the LSTM model is shown in Figure 15 

below. 

 
Figure 15. Comparison graph of MAPE on the USD/IDR exchange 

rate dataset with fold=15 and lag=5 
 

Based on the graph shown in Figure 15, both 

models show a fluctuating pattern; however, the 

LSTM model does not show significant changes in 

error rate, which is in contrast to the transformer 

model. The final test in this study will increase the 

number of folds again, as shown in Table 11 below. 

 
Table 11. Comparison of the Performance of Transformer and 

LSTM Models on the BBCA Stock Dataset with fold=20 and 

lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0198 0,0154 

Fold 2 0,1276 0,0184 

Fold 3 0,0299 0,0131 

Fold 4 0,0185 0,0154 

Fold 5 0,0345 0,0268 

Fold 6 0,0402 0,0266 

Fold 7 0,0536 0,0346 

Fold 8 0,0388 0,0200 

Fold 9 0,0503 0,0178 

Fold 10 0,0419 0,0171 

Fold 11 0,0272 0,0217 

Fold 12 0,0303 0,0190 

Fold 13 0,0151 0,0105 

Fold 14 0,0253 0,0110 

Fold 15 0,0597 0,0171 

Fold 16 0,0276 0,0192 

Fold 17 0,0233 0,0121 

Fold 18 0,0398 0,0111 

Fold 19 0,0584 0,0128 

Fold 20 0,0429 0,0204 

 

Table 11 shows the comparison of the 

performance of the transformer model and the LSTM 

model with a fold=20 and lag=5 configuration. The 

graphical presentation of this table is shown in Figure 

16 below. 

 
Figure 16. Comparison graph of MAPE on the BBCA stock dataset 

with fold=20 and lag=5 
 

Figure 16 shows that the error rate in both models 

has a fluctuating pattern, but the LSTM model has a 

less significant difference in error rate compared to the 

transformer model. The next test uses the dataset of the 

US Dollar to Indonesian Rupiah exchange rate as 

shown in Table 12 below. 

 
Table 12. Comparison of the Performance of Transformer and 

LSTM Models on the USD/IDR Exchange Rate Dataset with 

fold=20 and lag=5 

Fold MAPE per Fold 

(Transformer Model) 

MAPE per Fold 

(LSTM Model) 

Fold 1 0,0203 0,0083 

Fold 2 0,0200 0,0074 

Fold 3 0,0482 0,0051 

Fold 4 0,0332 0,0111 

Fold 5 0,0176 0,0045 

Fold 6 0,0149 0,0023 

Fold 7 0,0681 0,0101 

Fold 8 0,0144 0,0081 

Fold 9 0,0275 0,0054 

Fold 10 0,0274 0,0025 

Fold 11 0,0443 0,0016 

Fold 12 0,0728 0,0064 

Fold 13 0,0651 0,0067 

Fold 14 0,0436 0,0035 

Fold 15 0,0484 0,0029 

Fold 16 0,0171 0,0049 

Fold 17 0,0404 0,0107 

Fold 18 0,0246 0,0064 

Fold 19 0,0588 0,0055 

Fold 20 0,0208 0,0042 

 

Table 12 shows the comparison of the 

performance of the transformer model and the LSTM 

model. The configuration of both models also uses 

fold=20 and lag=5. The graphical presentation of this 

table is shown in Figure 17 below. 

 

 
Figure 17. Comparison graph of MAPE on the USD/IDR exchange 

rate dataset with fold=20 and lag=5 
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Based on the experiments conducted on the best 

models from all fold variations, the transformer model 

does not show good performance compared to the 

LSTM model in all experiments. The LSTM model has 

more consistent performance with relatively stable 

error rates in almost all folds, while the transformer 

model shows a fluctuating pattern with significant 

changes. This indicates that the transformer model is 

less effective in capturing long-term temporal patterns. 

This is because the basic architecture of the 

transformer relies more on self-attention. The self-

attention mechanism tends to be less effective in 

handling data with long-term temporal dependencies 

and lacks components that can be explicitly used for 

sequential processing. 

The following will show the prediction results of 

the best model per fold on the BBCA stock dataset and 

the US Dollar to Indonesian Rupiah exchange rate 

dataset with fold=5 and lag=5 configuration. The 

prediction results are in the form of time series cross-

validation, which is the model validation technique 

used in this study. Additionally, the error rate graph 

per fold for each model will also be shown. Figure 18 

below shows the visualization of the test results on the 

transformer model on the BBCA dataset. 

 
Figure 18. "Prediction visualization on the BBCA stock dataset 

 

Figure 18 is a visualization of the prediction 

results with a fold=5 and lag=5 configuration, while 

the visualization of MAPE per fold is shown in Figure 

19. 

 
Figure 19. MAPE visualization on the BBCA stock dataset 
 

The following is the visualization of the test 

results on the US Dollar to Indonesian Rupiah 

exchange rate dataset, as shown in Figure 20 below. 

 
Figure 20. Prediction visualization on the currency exchange rate 

dataset USD/IDR 
 

Figure 20 shows the visualization of the 

prediction results with a fold=5 and lag=5 

configuration, while the visualization of MAPE per 

fold is shown in Figure 21 below. 

 

 
Figure 21. MAPE visualization on the currency exchange rate 

dataset USD/IDR 

4. CONCLUSION 

The results of this study show that the transformer 

model with lagged features and time series cross-

validation has not yet been able to provide its best 

performance in predicting long-term time series data. 

In all experiments and tests, the transformer model has 

a relatively higher error rate compared to the LSTM 

model. The transformer model also shows a 

fluctuating pattern in each fold, with no tendency for 

error rates to decrease from the initial fold to the final 

fold. This means that the transformer model is not yet 

optimal in capturing long-term temporal patterns in the 

data. This is because the self-attention mechanism in 

transformers is not specifically designed to handle data 

with long-term temporal dependencies and also the 

size of the data used in this study is still limited. 

Developing effective solutions requires a mechanism 

specifically developed to handle data with long-term 

temporal dependencies. Additionally, the architecture 

of transformers needs to be engineered and simplified 

to be specifically designed for long-term time series 

forecasting by reducing computational complexity and 

increasing the size of the sequence data further for the 

validation process. Therefore, it can be concluded that 

the transformer model with lagged features and time 

series cross-validation cannot be considered an 
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effective solution for handling long-term data 

dependency forecasting. 
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