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Abstract 

 

Beef is an essential food commodity with high economic value and a primary source of protein for society. The 

quality of beef affects consumer preferences, pricing, and market competitiveness. Quality assessment is generally 

conducted manually through visual inspection and smell, but this method is subjective and time-consuming and 

requires trained experts. This study aims to design and develop a beef quality classification system using a 

Convolutional Neural Network (CNN) model based on digital imagery. The dataset used consists of three beef 

quality categories: Grade 1 (fresh beef), Grade 2 (beef stored at room temperature for 7-14 hours), and Grade 3 

(beef stored at room temperature for more than 14 hours). The dataset includes 180 images processed using 

cropping, resizing, and data augmentation techniques to enhance model variation and accuracy. The CNN 

architecture employs four convolutional layers with max pooling, followed by dropout and fully connected layers. 

The model was trained using the Adam optimizer, with a training-to-test data ratio of 80:20. Evaluation results 

demonstrated the model achieved an accuracy of 97.22%, with precision, recall, and f1-score values of 97.44%, 

97.22%, and 97.22%, respectively. These findings suggest that the developed system has the potential to be used 

as an automatic tool for objective, fast, and accurate beef quality assessment. 
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1. INTRODUCTION 

Beef is one of the food commodities with high 

economic value and is an important source of protein 

for humans. Beef quality is one of the main factors that 

determine the level of consumption, price, and 

competitiveness in the market [1], [2]. Beef quality 

assessment criteria include various physical aspects 

such as color, texture, and freshness. Traditional 

assessment of meat quality is generally done manually, 

either by experts or through visual inspection. 

However, this method is often inconsistent because it 

is subjective, takes a long time, and depends on the 

skill of the workers [3]. As technology evolves, 

artificial intelligence-based methods and digital image 

processing provide opportunities to improve accuracy 

and efficiency in the beef quality assessment process. 

One promising approach is using the Convolutional 

Neural Network (CNN) algorithm. CNN is known to 

be effective in image analysis, as it has the ability to 

extract important features in images automatically. 

With the CNN model, the process of grading or 

classifying beef quality can be done based on the 

physical attributes recorded in the digital images [3], 

[4], [5], [6], [7]. 

In this study, beef image data is categorized into 

three quality levels or grades, namely Grade 1 (fresh), 

Grade 2 (after 7-14 hours at room temperature), and 

Grade 3 (more than 14 hours at room temperature). 

The image data is then processed using preprocessing 

techniques such as cropping, resizing, and 

augmentation to increase data variation. The CNN 

model is designed to use multiple convolution layers 

and dense layers to optimize the classification of beef 

quality. This research aims to develop a CNN-based 

automated system that can accurately classify beef 

quality based on physical parameters. This system is 

expected to help related government agencies check 

the quality of beef to increase work efficiency and 

reduce dependence on manual methods that are less 

consistent. 
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2. RESEARCH METHODS 

The stages in this research consist of 6 (five) 

stages of research shown in Figure 1, namely: 1) 

Literature Study, 2) Data Collection, 3) Data 

Preprocessing, 4) CNN Model Building, 5) CNN 

Classification, and 6) Testing. The research stages are 

explained as follows: 

 
Figure 1. Research Stages 

 

2.1. Data Collection  

The population in this study is beef image data. 

The image data is obtained through direct shooting of 

beef categorized into three grades, namely Grade 1, 

Grade 2, and Grade 3. Grade 1 is photographed when 

the meat is fresh or freshly cut, Grade 2 is 

photographed when the meat has been at room 

temperature for 7-14 hours, and Grade 3 is 

photographed when the meat has been at room 

temperature for more than 14 hours. The dataset was 

generated using 12 pieces of meat, where each piece 

was photographed five times with different meat 

surfaces displayed. Therefore, each grade has 60 

images of data, so the total data sampled in this study 

is 180 beef image data. The image used is an RGB 

(Red, Green, Blue) image with *.jpg file format. Data 

sampling is done randomly to divide the data into 

training data and test data with a ratio of 80:20, which 

is 80% training data and 20% test data validation. The 

amount of training data and test data is as follows. 

 
Table 1. Equipment specifications 

 Training Data 
Testing 

Data 
Total 

Grade 1 48 data 12 data 60 data 

Grade 2 48 data 12 data 60 data 

Grade 3 48 data 12 data 60 data 

Total 144 data 36 data 180 data 

 

2.2. Preprocessing Data 

In this research, the image data preprocessing 

stages are as follows. 

a. Cropping, which is cropping or selecting the 

image area in the part that will be used [8].  

b. Resize, which is changing the image resolution 

size so that it is different from the original image 

size  [9].  

c. Data Augmentation, which is a technique to 

generate a variety of image data through a 

transformation process on the original image [10]. 

This stage increases the variety of training data 

due to the limited number of datasets so that the 

model performance can be better. In this research, 

the data augmentation performed is rescaled, 

rotation range, zoom range, height shift range, 

width shift range, and flip. 

 

2.3. CNN Model Building 

The researchers compiled the architecture of the 

Convolutional Neural Network model using the layer 

arrangement shown in Table 2 and Figure 2. 

 
Table 2. The architecture of the CNN model 

Layers Size 

Convolution Layer 

(Conv2D) 

16 filter size 3×3 dan activation ReLU 

Pooling (Maxpooling) Filter 2×2 

Convolution Layer 

(Conv2D) 

32 filter size 3×3 dan activation ReLU 

Pooling (Maxpooling) Filter 2×2 

Convolution Layer 

(Conv2D) 

64 filter size 3×3 dan activation ReLU 

Pooling (Maxpooling) Filter 2×2 

Convolution Layer 

(Conv2D) 

64 filter size 3×3 dan activation ReLU 

Pooling (Maxpooling) Filter 2×2 

Dropout 0,2 

Flatten - 

Dense 64 neuron and activation ReLU 

Dense 32 neuron and activation ReLU 

Dense 3 neuron and activation Softmax 

 

Based on the layer arrangement, the 

Convolutional Neural Network model has four 

convolution layers with a filter size 3×3. The number 

of filters in this layer are 16, 32, and 64, arranged from 

the smallest to the largest number of filters. The 

arrangement of the number of filters is so that larger 

filters can extract image features from the previous 

smaller convolutions. In the arrangement of these 

layers, the Stride value is not specified, so a standard 

Stride value of 1 is used so that the filter moves one 

step or pixel when performing convolution operations. 

Every time one convolution layer is completed, 

Pooling is performed with the Maxpooling method of 

2×2. After that, the process continues with Dropout 

0.2, Flatten, and then a Fully Connected Layer. The 

Fully Connected Layer consists of three Dense layers 

with the number of neurons 64, 32, and 3. ReLU 

activation is used in each Convolution Layer and the 

first two Dense layers, while Softmax activation is 

used in the last Dense layer because the classification 

consists of three classes. 
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Figure 2. Visualization of CNN Architecture 

 

2.4. Classification with CNN 

In this research, the classification process is 

carried out using a Convolutional Neural Network 

(CNN) model created at the model-building stage. The 

model used is equipped with Adam optimization as an 

optimization algorithm, which improves the efficiency 

and effectiveness of the model training process. 

Experiments were conducted iteratively based on a 

predefined procedure by implementing variations in 

the batch size parameter and the number of epochs. 

The purpose of these variations is to explore their 

influence on model performance to obtain the best 

configuration that produces optimal classification 

performance. 

2.5. Testing 

Evaluation of the model's performance to be built 

in this study uses a confusion matrix to determine the 

number of correctly and incorrectly classified test data. 

From the confusion matrix, we can know the 

performance of the model by calculating the accuracy, 

precision, recall, and F1-score values. [3]. 
 

3. RESULT AND DISCUSSION 

This section provides comprehensive information 

on the research results. The results can be presented in 

pictures, graphs, tables, and other elements that make 

it easier for readers to understand and refer to them in 

the manuscript. If the discussion is too long, sub-

subheadings, such as the following example, can be 

created. 

3.1. Preprocessing Data 

The Preprocessing stages of beef image data 

before modeling are as follows.  

a. Cropping: in this research, cropping is done on the 

input image to focus the required object and 

homogenize its size into a 1:1 ratio, with an 

example result shown in Figure 3. 

 
Figure 3. Example of Beef Image Cropping Result 

 

b. Resize. In this research, each input image is 

resized to 256×256 pixels so that the size is 

uniform and the classification process is not too 

heavy. Figure 4 shows an example result. 

 
Figure 4. Example of Beef Image Reize Result 

 

c. Data augmentation consists of rescale, rotation 

range, zoom range, height shift range, width shift 

range, and flip. The data augmentation stages 

carried out in this research include: 

1. Rescale is normalizing the image by dividing each 

pixel by 255 as the largest pixel so that the image 

pixel value is in the 0-1 range [11]. In this 

research, the rescale value is 1./255. 

2. Rotation range, which rotates the image position 

randomly based on the specified rotation range 

[11]. In this research, the rotation range value is 

20, indicating a rotation range of ±20°. This 

means that the image can be rotated up to 20° 

clockwise and 20° counterclockwise. 

3. Zoom range, which enlarges the image display or 

vice versa based on the ratio range used from the 

original image [12]. In this research, the zoom 

range value is 0.2, which indicates a zoom-in and 

zoom-out range of ±20%. This means the image 

can be enlarged up to 120% and reduced to 80% 

of its original size. 

4. Height shift range, which shifts the position of the 

image display vertically [13]. In this research, the 

height shift range value is 0.1, which indicates a 

shift range of ±10% of the image height. 

5. Width shift range, which shifts the position of the 

image display horizontally [13]. In this study, the 

width shift range value is 0.1, which indicates a 

shift range of ± 10% of the image width. 

6. Flip, which is flipping or reflecting the image both 

vertically and horizontally [14]. In this research, 

the flip is done horizontally. 

In this stage, the fill mode is not included because 

it is sufficient to use the default fill mode, which is 

nearest. Fill mode is used to fill in gaps in image pixels 

caused by image rotation or shift [15]. Data 

augmentation is performed with 

“ImagesDataGenerator()” from Keras. In its 

application, “ImageDataGenerator()” performs data 

augmentation on the image randomly by combining 

predefined augmentation types, either partially or 

completely, with an example result shown in Figure 5. 



Anshori, et. al, Classification Of Beef Freshness …   59 

 
Figure 5. Example of Beef Image Augmentation Result 

 

3.2. Model Building 

In this research, the classification process is 

carried out using the built convolutional neural 

network model. The model is equipped with Adam 

optimization to optimize the performance of the 

training model. The batch size value used are 8, 16, 32 

and the epoch value is set at 40,50, and100, which 

applies early stopping, a technique used to stop the 

training process when the model has reached a certain 

condition. In this modeling, the training process will 

stop when the val_accuracy value has not increased 

after 40 iterations of the highest val_accuracy. 

 

First Convolution Layer 

The first convolution layer with a filter count of 

16 performs feature extraction from the input image, 

resulting in a feature map containing the original 

image's unique features. The feature map is then 

activated with ReLU to retain positive values and 

convert negative values to zero. The convolved feature 

map is smaller than the input image due to the effect 

of the filter size used. The size of the convolved feature 

map can be calculated using the formula where the first 

convolution becomes (256 - 3) + 1 = 254 so that the 

feature map is 254×254 pixels. Meanwhile, the 

number of parameters in the convolution layer can be 

calculated where the first convolution becomes ((3 × 3 

× 3) + 1) × 16 = 448 parameters. 

After activation, the process proceeds to the Max 

pooling operation to reduce the pixel size of the feature 

map. Max pooling 2×2 indicates that one of the largest 

pixel values from every four adjacent pixel values in 

the feature map is taken to retain the important 

information in the image. Therefore, the feature map 

resulting from Maxpooling has a pixel size of 50% of 

the previous size. In the first Maxpooling, the feature 

map size becomes 127×127 pixels. 

 

Second Convolution Layer 

The second convolution is performed with 32 

filters to have as many as ((3 × 3 × 16) + 1) × 32 = 

4,640 parameters. The feature map resulting from the 

second convolution has a size of (127 - 3) + 1 = 125 or 

125×125 pixels. After activation with ReLU, the 

feature map undergoes a second Maxpooling so that its 

size becomes 62×62 pixels. 

 

Third Convolution Layer 

The process continues to the third convolution 

layer with 64 filters so that it has as many parameters 

as ((3 × 3 × 32) + 1) × 64 = 18,496 parameters. The 

feature map resulting from the third convolution has a 

size of (62 - 3) + 1 = 60 or 60×60 pixels. After ReLU 

activation, the feature map undergoes the third 

Maxpooling so that its size becomes 30×30 pixels. 

 

Fourth Convolution Layer 

The fourth or final convolution is performed with 

64 filters to have as many as ((3 × 3 × 64) + 1) × 64 = 

36,928 parameters. The feature map resulting from the 

fourth convolution has a size of (30 - 3) + 1 = 28 or 

28×28 pixels. After ReLU activation, the feature map 

undergoes the fourth Maxpooling so that its size 

becomes 14×14 pixels. 

 

Dropout 

After completing four convolutions, the process 

continues to the Dropout stage, where some neurons 

are randomly removed. This stage reduces the 

dependency between neurons due to the complexity of 

the Hidden Layer, which can lead to overfitting. The 

value of 0.2 in Dropout indicates that 20% of neurons 

will be randomly discarded in each training iteration. 

 

Flatten 

Before heading to the Dense Layer (Fully 

Connected Layer), the feature map, which is a 

multidimensional array, goes through the Flatten stage 

to transform it into a one-dimensional array or vector. 

This stage is necessary because the Fully Connected 

Layer can only process one-dimensional arrays. The 

one-dimensional vector size can be calculated where 

(14 × 14 × 64) = 12,544. 

 

Second Dense Layer 

The Fully Connected Layer is the final layer of the 

CNN model that performs image classification. One-

dimensional vectors are input to the first Dense Layer, 

which has 64 neurons. Each neuron in the layer is 

connected to all neurons in the input data so that the 

model can learn complex patterns. Each neuron is then 

activated with ReLU to produce a 64-dimensional 

vector. The number of parameters in this layer can be 

calculated as (12,544 × 64) + 64 = 802,880 parameters. 

After that, the vector becomes the input for the second 

Dense Layer, which has 32 neurons and is activated 

with ReLU. The number of parameters of this layer 

can be calculated as (64 × 32) + 32 = 2,080 parameters. 

 

Third Dense Layer 

Next, the vector becomes the input for the third 

Dense Layer, which has three neurons and is activated 

with Softmax. Softmax activation is chosen so that the 

output of this layer, which becomes the prediction 

result, is in the form of values 0, 1, and 2. The 

prediction value is adjusted to the initial case in the 

form of multiclass classification or classification with 
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more than two classes. The number of parameters of 

this layer is (32 × 3) + 3 = 99. Thus, this model's total 

number of parameters that can be trained is 865,57. 

The summary of the defined model is shown in Figure 

6. Graph of the movement of loss and accuracy values 

for training and validation data is shown in Figure 7. 

 

 
Figure 6. The summary of the defined model 

 

 

 
Figure 7. Line plots of Loss and Accuracy of CNN Model by 

Epoch 

 

3.3. Testing 

The testing or evaluation stage is carried out using 

the Confusion Matrix method, which measures the 

value of accuracy, precision, recall, and F1-score using 

testing data in the form of 36 beef images, each class 

totaling 12 Grade 1, Grade 2, and Grade 3 images. 

Based on the test results presented in Figure 8 and the 

confusion matrix below, it can be concluded that 

Grade 1 and Grade 2 images can all be predicted 

correctly; however, 1 data point of Grade 3 images is 

improperly predicted as Grade 2. 

 
Figure 8. Confusion Matrix of Beef Classification Test Results 

 

 
Figure 9. Classification Report Beef Testing 

 

Based on the value calculation in Figure 9, the 

Classification report, it can be seen that the accuracy, 

precision, recall, and f1-score values have an accuracy 

value of 97.22%, precision of 97.44%, recall of 

97.22%, and f1-score of 97.22%. 

4. CONCLUSION 

Beef freshness classification was conducted using 

self-shot beef image data with 180 images consisting 

of 144 training data and 36 testing data divided into 

three classes: Grade 1, Grade 2, and Grade 3. Each 

class has 36 training data and 12 testing data. Based on 

the test results, the model built has an accuracy value 

of 97.22%, precision of 97.44%, recall of 97.22%, and 

f1-score of 97.22%. These results prove that the model 

formed using CNN can work well in grading the 

freshness level of beef. 
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