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Abstract 

 

Sinar Pagi Building Materials Store faces the challenge of maintaining optimal stock levels of goods to avoid 

excess and understock, which affects customer satisfaction and operational efficiency. This study applies the 

Seasonal Autoregressive Integrated Moving Average (SARIMA) method to forecast sales in the store. Leveraging 

its ability to model seasonal patterns on historical sales data, various SARIMA models were analyzed and 

compared using the Akaike Information Criterion (AIC) and Root Mean Square Error (RMSE). The dataset is 

divided by a 95:5 ratio into training and testing sets for robust evaluation. The results show that the SARIMA 

model with SARIMA notation (p,d,q)(P,D,Q)𝑚 has the best model value of (1,0,0) (3,1,1)7. This model is the 

most suitable model based on the lowest AIC value of 1245 and the lowest RMSE of 7,95 compared to other 

SARIMA models after model identification using the model looping test. For other models such as model (1,0,1) 

(3,1,1)7 and (0,0,1) (3,1,1)7, the AIC and RMSE values are greater, namely model (1,0,1) (3,1,1)7 with AIC 

1246 and RMSE of 8,05, while model (0,0,1) (3,1,1)7 gets an AIC of 1252 and an AIC of 8,15 .The lower the 

AIC value, the better the model and the lower the RMSE value, the better the model. This shows a superior balance 

between model complexity and prediction accuracy. The model manages to capture seasonal patterns in sales data, 

providing a pretty good prediction framework. This study shows that the SARIMA (1,0,0) (3,1,1)7 model is 

effective in the accuracy of the sales forecasting process so that Sinar Pagi Building Materials Store can make 

more reliable sales predictions, which can help in inventory planning and marketing strategies. 

 

Keywords: SARIMA, Sales Forecasting, Predictive Modeling, RMSE 

 

This is an open access article under the CC BY license. 

 
 

 

*Corresponding Author: Mohammad Idhom 

 

 

1. INTRODUCTION 

Sinar Pagi Building Materials Store, a major 

player in the building materials and construction tools 

market, faces the challenge of maintaining adequate 

stock levels of goods while minimizing overstocking 

and understocking. This balance is crucial to meet 

customer demands in a timely manner and maintain a 

high level of customer satisfaction [1].  

Determining the right level of inventory of goods 

is very important because it relates to the flow of 

money and can affect the performance of the store [2]. 

Excessive inventory can lead to buildup in warehouses 

and reduce capital. Conversely, too little inventory can 

lead to running out of goods so that sales that should 

have happened become missed, and profits from the 

store are reduced [3]. Therefore, good inventory 

management is needed with a focus on two things: 

improving customer satisfaction and keeping 

inventory from emptying or piling up, while keeping 

inventory costs as low as possible [4]. 

One of the effective tools in inventory 

management is sales forecasting. Forecasting is the 

activity of estimating (measuring) the magnitude or 

quantity of something in the coming time [5].  Sales 

forecasting is a business activity that aims to predict 

the future sales of goods [6]. This can be done by 

taking historical data and projecting sales data into the 

future [7]. Sales forecasting not only helps in 

predicting future sales but also ensures optimal 

inventory management, efficient resource allocation, 

and increased customer satisfaction.  

Various methods can be used for sales forecasting, 

in this study the appropriate method to formulate sales 
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forecasting problems is the SARIMA (Seasonal Auto-

Regressive Integrated Moving Average) method. The 

implementation of the SARIMA method requires the 

analysis of historical sales data to identify seasonal 

patterns and existing trends [8]. Once the SARIMA 

model is built and validated using the error percentage 

rate, the forecasting results can be used to make better 

inventory management decisions. 

Various related studies that have been carried out 

previously in sales forecasting using the SARIMA 

method by Wawan Gunawan obtained an RMSE error 

percentage rate of 3.61 with the best SARIMA model, 

namely (0,0,0) The dataset used is tire and wheel sales 

data in 2021 for 5 months, namely June, July, August, 

September, and October. With 854 rows of data 

divided into training data and test data with a ratio of 

80:20 (0,1,1)12 [3]. SARIMA has an advantage in 

predicting because in the process there is a feature to 

find the best parameters to be implemented on the 

model. 

Another study by Hakim used the SARIMA 

method in forecasting the price of purebred chicken 

eggs. An RMSE value of 1491.30 and a MAPE of 

3.40% were obtained with the best SARIMA model of 

(0,1,0). The dataset in this study is data on the average 

daily price of chicken eggs from the traditional market 

in Manokwari district in January 2018 – February 

2024 (0,1,1)12[8]. SARIMA has the advantage of 

predicting historical data that is seasonally patterned 

[9]. 

The sales data of goods at the Sinar Pagi Building 

Materials Store is a type of time series data. 

Autoregressive Integrated Moving Average (ARIMA) 

is one of the methods that is usually used to forecast 

time series data based on historical data. This method 

is a development of the method carried out by George 

Box and Gwilym Jenkins in combining the 

Autoregressive (AR) and Moving Average (MA) 

models [10]. ARIMA is used about short-term 

prediction.  However, the ARIMA method does not 

have a special component to analyze certain seasonal 

patterns in data. Therefore, the ARIMA method has a 

shortcoming in predicting data that has a seasonal 

pattern over a period of time [11]. Based on the above 

background, the sales data at the Sinar Morning 

Building Materials Store has a seasonal pattern that 

repeats over a period of time. So forecasting methods 

that pay attention to seasonal patterns are more 

appropriately used, such as the Seasonal 

Autoregressive Integrated Moving Average 

(SARIMA) method. 

This study will use the Seasonal Autoregressive 

Integrated Moving Average (SARIMA) method in 

forecasting sales of goods. By utilizing technology 

capable of handling seasonal data, the SARIMA 

method has the potential to become a more effective 

tool in accelerating and improving the accuracy of the 

sales forecasting process. SARIMA model has 

advantages in its well-known statistical properties and 

an effective modeling process and can be used when 

the seasonal time series is stationary and has no 

missing data [12]. In this study, the best model of the 

SARIMA method will be analyzed and the percentage 

of error will be calculated with the Root Mean Square 

Error (RMSE). By obtaining the best SARIMA model 

value with a low percentage of error using a low Root 

Mean Square Error (RMSE) value, the forecast results 

will be better. This effort, is expected to make a 

significant contribution to efficient inventory 

management, improve store operational efficiency, 

and support economic growth in the trade sector. 

2. RESEARCH METHOD 

As a guide in carrying out re-searching to achieve 

the expected goals, the research methodology is 

prepared systematically. The stages of this research are 

explained using a research flow diagram. Figure 1 

illustrates the stages of the research to be followed and 

serves as a complete guide during the research process. 

 

 
  Figure 1. Diagram of Research Method 

2.1 Collecting Data 

The data used is cement sales data at the Sinar 

Morning Building Shop which is accumulated on a 

daily basis with a span of 7 months, namely from 

September 1, 2023 to March 31, 2024. The data is a 

series of data where the data totals 231 data consisting 

of 2 variables, namely the Date and Sales variables.   

2.2 Stationarity Test 

Stationary testing is a statistical procedure used to 

determine whether or not a time series data has a 

stationary nature. Time series data is said to be 
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stationary if its statistical properties remain constant 

over time, such as averages, variances, and coarians 

between observations [13]. Stationary means that the 

data does not show significant fluctuations around the 

base value or zero. This means that there is no clear 

tendency to rise or fall in the medium or long term, 

which is often referred to as a trend. Trends and 

seasonal components in time series data can be 

separated, but when the data is said to be stationary, 

this usually applies only to the seasonal component. 

Data stationarity is one of the assumptions that must 

be fulfilled in forecasting [14]. 

2.3 Auto Regressive Integrated Moving Average 

The Auto-Regressive Integrated Moving Average 

(ARIMA) is a method that completely ignores the 

independent variables in making forecasts. In making 

short-term forecasting, ARIMA uses past and present 

values according to dependent variables. The use of 

historical value of variables is used to select good 

statistical interactions, which is done by comparison of 

the predicted variables as the goal of ARIMA [15]. 

The ARIMA method has a high level of accuracy in 

conducting short-term forecasting, but for long-term 

forecasting, the forecasting accuracy is not good [16]. 

The three characteristics of the ARIMA model are 

parameters (p, d, q) where each is the 'p' model is 

Autoregressive (AR), 'q' Moving Average (MA), and 

'd' Integrated (I). The time series (AR) model has 

mean, white noise variance, and p parameters. The 

general form of the Autoregressive (AR) process is 

defined as follows [17] : 

 

 𝑋𝑡 = 𝛽0 + 𝛽1𝑋𝑡−1 + 𝛽2𝑋𝑡−2 + ⋯ + 𝛽0𝑋𝑡−𝑝 + 𝜀𝑡            (1)    

  

 

𝑋𝑡Where the information in the formula above is 

a stationary series, β1, β2, β3 as constants and model 
coefficients, 𝑋𝑡−𝑝 as the past value of the series 

concerned, and εt as a prediction error (error). 

Meanwhile, the Moving Average (MA) model is 

obtained by adding and finding the average value of a 

certain number of periods, then removing past values 

and adding new values. The general form of the 

Moving Average (MA) process is defined as follows 

[17]: 

 

𝑋𝑡 = 𝛽0 + 𝜀𝑡 − 𝛽1𝜀𝑡−1 − 𝛽2𝜀𝑡−2 − ⋯ − 𝛽𝑞𝜀𝑡−𝑞               (2) 

 

Where the information in the formula above is as 

a stationary series value, 𝑋𝑡εt−1, εt−2 as past 
forecasting errors, and β1, β2, β3 as constants. 

Meanwhile, the Autoregressive Model (AR) and the 

Moving Average (MA) model are a combination of the 

ARMA model. Generally, the ARMA model form [17] 

: 

 
𝑋𝑡 = 𝜙1𝑋𝑡−1 + 𝜙2𝑋𝑡−2 + ⋯ + 𝜙𝑝𝑋𝑡−𝑝 + 𝛼𝑡 −

𝜃1𝛼𝑡−1 − 𝜃2𝛼𝑡−2 − ⋯ − 𝜃𝑞𝛼𝑡−𝑞
             (3) 

𝑋𝑡𝜙𝑝Where is the value of the response variable 

with time t, is the value of the Autoregressive (AR) 

parameter and is the value of the Moving Average 

(MA) parameter.𝜃𝑞 

  To build a prediction model, a stationary time 

series is required. To remove non-stationery from a 

row, differencing is usually done (I). Sometimes, if the 

time series is more complex, more than one 

differencing operation (I) may be required. Therefore, 

the difference in value ''d'' value is the minimum 

amount of difference required to convert a time series 

into a stationary time series [18]. The value of 'd' will 

be 0, if the series is already stationary. However, if it 

is not stationary, eating will be done in the differencing 

stage (I) or what can be called 'd'. The ARIMA model 

has proven to be very useful in time series analysis 

because it provides a basic methodology for modeling 

the dependency effects of a data series and allows for 

valid statistical testing. Forecasting using the ARIMA 

model can be done with the formula [17] : 

 
𝑋𝑡(1 − 𝐵)(1 − Φ1𝐵) = 𝜇′ + (1 − 𝜃1𝐵)𝑒𝑡                    (4) 

 

Where 𝑋𝑡(1 − Φ1𝐵)(1 − 𝜃1𝐵) as the value of 

the variable of the response period of the ket, as the 

value of AR, as the value of the Moving Average 

(MA), and as a forecasting error (error).𝑒𝑡 

2.4 Seasonal Auto-Regressive Integrated Moving 

Average 

The Seasonal Autoregressive Integrated Moving 

Average which can be referred to as SARIMA is an 

extension of the ARIMA method with time series 

forecasting with variable (fluctuating) models with 

data in the form of trend and seasonal patterns [19]. 

Therefore, SARIMA is a suitable model for seasonal 

situations. The notation form of SARIMA is 

(p,d,q)(𝑃,𝐷,𝑄)𝑠 where 'p' is a non-seasonal component 

Autoregressive (AR), 'd' Non-seasonal differencing 

order, 'q' Non-seasonal component of the Moving 

Average (MA), 'P' Value of seasonality 

Autoregressive (AR), 'D' Seasonal differencing Order, 

'Q' Value of the seasonal Moving Average (MA), '𝑠' 

number of periods per season [20]. The following is 

the general formula of SARIMA [17] : 

 

𝑋𝑡(1 − 𝐵)𝑑(1 − 𝐵𝑆) = (1 − 𝐵Φ1)(1 − 𝜃1𝐵𝑆)𝑒𝑡             (5) 

 

Where the information in the formula above is as 

a non-seasonal differentiator, as a seasonal 

differentiator, as a non-seasonal Moving Average 

(MA), and () as a seasonal Moving Average (MA), as 

a residual term.(1 − 𝐵)𝑑(1 − 𝐵𝑆) 𝜃1(𝐵) 𝐵𝑆𝑒𝑡  

2.5 Root Mean Square Error 

Root Mean Square Error is one of the commonly 

used evaluation metrics in statistics and data science to 

measure how close a forecasting or prediction model 

is to actual data. The RSME measures how much the 
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difference between the predicted value and the actual 

observed value in the same unit. The smaller the 

RSME value, the better the model's ability to perform 

accurate forecasting. 

Root Mean Square Error (RMSE) is the square 

root of the mean of the square difference between the 

calculation results of the tested method and the actual 

value. RMSE is used to compare the predictions given 

by a hypothetical model with the observed values. In 

simple terms, RMSE measures the degree of 

agreement between the actual data and the model's 

predictions. In the context of regression models, 

RMSE is one of the most commonly used evaluation 

metrics [21]. The RMSE calculation can be done using 

the following equation: 

 

𝑅𝑀𝑆𝐸 = √
∑  𝑛

𝑡=1 (𝑌𝑡−𝑌𝑡
′)2

𝑛
                                       (6) 

 

Where:       

     

𝑅𝑀𝑆𝐸  = Root Mean Square Error  

𝑌𝑡           = Actual data in period t 

𝑌′𝑡          = Data on forecast results in the period t  

𝑛          = Total number of data periods 

 

3. RESULT AND DISCUSSION 

3.1 Dataset 

The dataset used was taken from cement sales 

records at the Sinar Pagi Building Materials Store 

located in the Sidoarjo area. The data used was 7 

months, from September 1, 2023, to March 31, 2024, 

with a total of 213 data rows. Here's an example of the 

data used: 

 
Table 1. Datasets 

Date Cement Sales 

09/01/2023 30 

09/02/2023 15 

09/03/2023 6 

... ... 

03/29/2023 33 

03/30/2023 26 

03/31/2023 17 

 

The procedure for collecting cement sales data 

from the Sinar Pagi Building Materials Store is carried 

out through direct interviews with shop owners. 

Interviews are conducted periodically to ensure that 

the data obtained is accurate and reflects the daily sales 

that occur at the store. During the interview, the 

information collected includes the date of sale and the 

number of cement sales each day. With this approach, 

the data obtained is expected to provide an accurate 

picture of the sales pattern of cement in stores during 

a certain period. 

The data collected consists of two main variables, 

namely the date and number of cement sales. The date 

variable records the day, month, and year of each sales 

transaction, while the cement sales variable records the 

number of cement units sold on each of those dates. 

The use of these two variables allows for a more in-

depth analysis of cement sales trends, including daily, 

weekly, and seasonal fluctuations. This data will then 

be analyzed to identify sales patterns that can help in 

stock planning and future sales strategies. 

3.2 Plotting Dataset 

The data that has been collected is then visualized 

in the form of a plot to be able to see fluctuations in 

cement sales at the Sinar Pagi Building Materials 

Store. 

 
Figure 2. Daily Data on Cement Sales 

 

It can be seen from Figure 1 that cement sales data 

fluctuates significantly every day. 

3.3 Static Test on Dataset 

To ensure that the cement sales data from the 

Sinar Pagi Building Materials Store is stationary, a 

stationery test is carried out using the Augmented 

Dickey-Fuller (ADF) method in Python. The ADF test 

is one of the commonly used methods to test the 

hypothesis of whether a time series of data has a root 

unit, which indicates that the data is not stationary. In 

this procedure, cement sales data that has gone through 

a seasonal differencing process is tested to see if there 

is a shift in the variance and mean data over time. 

 

 
Figure 2. Stationary Test Results 

 

The results of the Dickey-Fuller Augmented Test 

(ADF) in Figure 3 show that the data has met the 

stationery criteria. The p-value obtained is 0.000119, 

which is much smaller than the conventional 

significance level of 0.05. This further strengthens the 

conclusion that the data is stationary. Thus, based on 

the results of this ADF test, it can be concluded that 

the tested data does not contain the root unit and 

exhibits stationarity properties, which is an important 
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prerequisite for time series analysis and further 

modeling. 

To test the seasonal stationarity on cement sales 

data from Sinar Pagi Building Materials Store, an 

Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF) plot analysis was 

carried out using Python. This method helps in 

identifying correlation patterns in time series data. The 

ACF graph shows the degree of correlation between 

the values in the data and the previous lags, while the 

PACF graph helps identify significant lags after 

eliminating the effects of shorter lags. 

 

 
Figure 3. ACF and PACF plots  

 

It can be seen that based on the ACF 

(Autocorrelation Function) plot produced, there is a 

clear pattern in certain lags. In particular, there was a 

significant increase in each 7-lag interval, indicating a 

weekly seasonal pattern in cement sales data. 

Meanwhile, in the PACF plot, there is a significant and 

irregular increase in lag, but the lag with the highest 

significance is in the 7th lag. 

This pattern indicates that the sales value has a 

positive autocorrelation with the values that occurred 

in the previous seven-day time interval. This pattern of 

recurrence every 7 lags indicates the presence of a 

weekly seasonal component that needs to be 

considered in time series data modeling. Based on the 

ACF plot above, it shows that the dataset needs to be 

differentiated seasonally.  

 
Figure 4. ACF and PACF Plots After Seasonal Differencing 

 

In Figure 5, it can be seen that after the seasonal 

differencing stage with a seasonal value of 7, each lag 

has followed the significance limit. In the ACF plot, it 

can be seen that lag 7 has a significant increase, and 

after that, no more lag has a significant increase. In the 

PACF plot, it can be seen that 3 lags have increased to 

exceed the significance limit, namely at lags 7, 14, and 

21 or it can be said that interval 7. 

 

 
Figure 5 Stationary Test After going through the seasonal 

differencing stage 

 
In Figure 6, it can be seen that the results of the 

Dickey-Fuller Augmented Test (ADF) on the data that 

have been carried out seasonal differencing show that 

the data has met the stationarity criteria. The p-value 

obtained was 9.6330e-12 or 0.000000000000921633, 

which is much smaller than the conventional 

significance level of 0.05 and much smaller than the p-

value value of the initial dataset. This further 

strengthens the conclusion that the data is stationary. 

Thus, based on the results of the ADF test after going 

through this seasonal differencing stage, it can be 

concluded that the tested data does not contain the root 

unit and shows stationarity properties, which is an 

important prerequisite for time series analysis and 

further modeling using the SARIMA method. 

3.4 Identification and Forecasting SARIMA 

Model 

After the stationarity test and the previous 

differencing stage, the SARIMA modeling can be 

known by looking at the ACF and PACF plots. For the 

determination of the SARIMA model, it can be seen 

from the lags in ACF and PACF which have spikes 

beyond the limit of significance. In Figure 5 where the 

first most significant ACF lag is in the 7th lag and 

however the 7th lag is a seasonal lag, after that for the 

1st lag has an increase that is between the significance 

limits, then it is found that for the order 'q' (MA) is 0 

or 1. For 'd'(I) it is rated 0 because the initial data does 

not experience normal differencing and is already 

stationary according to Figure 3. and to determine the 

order 'p'(AR) is determined by observing the PACF 

plot in Figure 5 where the 7th lag is the most 

significant lag. However, the lag is a seasonal lag so it 

cannot be counted in the order 'p' (AR). As can be seen 

in Figure 5, the 1st lag in the PACF plot is a non-

seasonal lag and has increased between the 

significance limits, from the observation above, it can 

be concluded that for the order 'p'(AR) is 1 or 0. 

Therefore, from the above observations, the ARIMA 

model that may be obtained is ARIMA with order 

(1,0,1), ARIMA with order (0,0,1), (1,0,0). 

Furthermore, the values of the 'P' (SAR) and 'Q' 

(SMA) orders are determined at seasonal lags of 7, 14 

and so on which are significant. In the ACF plot, it 

occurred significantly in the 7th lag. This means that 

the Q order (SMA) is valued at 1 because it uses a 

seasonal value of 7. Then for the P order (SAR), it is 

worth 3 because the 7th, 14th, and 21st seasonal lags 

are lags that exceed the significance limit. And for the 

order 'D' (Differencing) has a value of 1 because the 

dataset experiences one seasonal differencing. The 
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value of 's' itself is 7 beuse the known seasonal pattern 

is a weekly pattern.  From the above observations, it is 

possible for the SARIMA model, (3,1,1)7, (2,1,1)7, 

(1,1,1)7. 

After finding the possibility for several SARIMA 

models, after that a looping test was carried out to find 

the best model with the Akaike Information Criterion 

(AIC) parameter. AIC is a metric for assessing the 

quality of a model. The Akaike Information Criterion 

(AIC) is used to compare statistical models in terms of 

their quality and complexity. AIC helps select the best 

model from a set of different models by considering 

the trade-off between the model's suitability to the data 

and the complexity of the model. The lower the AIC 

value, the better the model [22]. The lower the AIC 

value, the better the model. The division of training 

data with test data is carried out with a ratio of 95:5 

where cement sales data totaling 213 data will be 

divided into 202 training data and test data totaling 11. 

In this study, there will be 11 prediction data. Where 

the forecast data will be compared with the actual data 

or it can be called testing data.  

 
Table 2. The best SARIMA models based on the lowest AIC 

It Type AIC 

1. (1,0,0) (3,1,1)7 1245 

2. (1,0,1) (3,1,1)7 1246 

3. (0,0,1) (3,1,1)7 1252 

 

Based on Table 2, the 3 best models from the 

lowest AIC parameters are obtained, namely the 

SARIMA Model (1,0,0) (3,1,1)7 (1,0,1)(3,1,1)7, 
(0,0,1)(3,1,1)7 .It can be seen that the SARIMA model 

(1,0,0)(3,1,1)7  is the best model because it has the 

lowest AIC value of 1245. After obtaining the best 

model, the sales forecasting process was carried out 

with the best model obtained, namely the SARIMA 

(1,0,0)  (3,1,1)7model. 

 
Table 3. Results of Cement Sales Data Forecasting 

Date Actual Cement 

Sales 

(Data Testing) 

Forecast 

03/21/2024 31 40 

03/22/2024 38 36 

03/23/2024 20 15 

03/24/2024 6 3 

03/25/2024 48 33 

03/26/2024 42 34 

03/27/2024 32 35 

03/28/2024 34 41 

03/29/2024 33 34 

03/30/2024 26 15 

03/31/2024 17 6 

TOTAL 327 292 

 

From Table 3, the forecast results using the 

SARIMA model (1,0,0)(3,1,1)7  are obtained which is 

the best model based on the lowest AIC where there 

are 11 sales testing data from March 21, 2024 to March 

31, 2024. The Date column explains the daily cement 

sales time, the Actual Cement Sales column is the 

testing data and the forecast column is the forecast 

result of the SARIMA model (1,0,0). It can be seen 

from Table 3 that the total testing data is worth 327 and 

the total forecast data is worth 292.(3,1,1)7 

 

 
Figure 6 Graph of Forecast Results 

 

It can be seen in Figure 6 where the training data 

graph is depicted in blue, the testing data graph is 

depicted in green, and the forecast result graph is 

depicted in red. In figure 6, the forecast results graph 

can be observed simply by following the testing data 

graph, this shows that the forecast of cement sales 

using the SARIMA model (1,0,0) (3,1,1)7 shows quite 

good prediction results in following the pattern of 

cement sales data. 

3.5 Model Evaluation  

After the forecasting is carried out, it is continued 

with the evaluation of the model by determining the 

percentage of errors using the Root Mean Square Error 

(RMSE).  

 
Table 4 Model Evaluation Using RMSE 

It Type AIC RMSE 

1. (1,0,0) (3,1,1)7 1245,119671 7,95 

2. (1,0,1) (3,1,1)7 1246,32888 8,05 

3. (0,0,1) (3,1,1)7 1252,058219 8,15 

 

From Table 4, with a 95:5 ratio data division, the 

SARIMA Model (1,0,0) (3,1,1)7was successfully 

used to model cement sales data with an RMSE 

prediction error rate of 7.95 compared to the 2 models 

with the lowest AIC after that, namely the SARIMA 

model (1,0.1) (3,1,1)7  with an RMSE value of 8.05 

and the SARIMA model (0.0.1)(3,1,1)7with an RMSE 

value of 8.15. This ensures that the model is trained 

with the majority of available data and tested with a 

small amount of data to evaluate its prediction 

performance.  

The results of the evaluation show that the 

SARIMA model (1,0,0) (3,1,1)7 is the best model for 

predicting sales. The model (1,0,0)(3,1,1)7 has several 

parameters, namely (p,d,q) which is a non-seasonal 

component of the ARIMA model where p is the order 

of the autoregressive part (AR), d is the order of 

differencing to create stationary data, and q is the order 

of the moving average (MA) part. The seasonal 

components of the SARIMA model consist of 

(P,D,Q)𝑚where P is the order of the seasonal 



Aminullah, Idhom & Saputrta, Forecaseting Sales ...   77 

autoregressive part (SAR), D is the order of the 

seasonal differencing part, Q is the order of the 

seasonal moving average part, and m is the length of 

the seasonal period. 

In this model, the non-seasonal components are 

p=1, d=0, and q=0, indicating that the model has one 

lag of the non-seasonal autoregressive part, no 

differencing applied to the non-seasonal component, 

and no non-seasonal moving average component. The 

seasonal component consists of P=3, D=1, Q=1, and 

m=7, which shows that the model has three lags of the 

seasonal autoregressive part, applies seasonal 

differencing once to create stationary seasonal data, 

has one lag of the seasonal moving average part, and 

the season repeats every 7 periods or can be called a 

weekly period. The SARIMA model was selected as 

the best model based on two evaluation metrics: 

Akaike Information Criterion (AIC) and Root Mean 

Square Error (RMSE).  

The SARIMA model (1,0,0) (3,1,1)7 shows the 

best balance between model complexity and prediction 

accuracy. A lower AIC value compared to other 

models shows that the model (1,0,0) (3,1,1)7 is more 

efficient in capturing data patterns without becoming 

too complex, thus avoiding overfitting. In addition, a 

lower RMSE value indicates that this model has the 

least prediction error, which means that the predictions 

generated by this model are closer to the actual value 

of cement sales.  

The evaluation results show that the model has a 

fairly good ability to predict cement sales, although 

there is room for further improvement to improve the 

accuracy of the predictions. 

  

4. CONCLUSION 

Based on the results of the research that has been 

carried out, the SARIMA model in forecasting the 

sales of Sinar Pagi building material stores with the 

notation SARIMA (p,d,q)(P,D,Q)𝑚 has the best model 

value is (1,0,0) (3,1,1)7 This model is the most 

suitable model for predicting cement sales at Sinar 

Pagi Building Material Stores. This is because the 

model (1,0,0) (3,1,1)7 has the lowest AIC value and 

the smallest RMSE, with an AIC value of 1245 and an 

RMSE of 7.95 compared to other SARIMA models 

after model identification using model looping testing. 

These results show the best balance between model 

complexity and prediction accuracy. Lower AIC 

values indicate that the model is more efficient at 

capturing data patterns without becoming too 

complex, thus avoiding overfitting. In addition, a 

lower RMSE indicates that this model has the least 

prediction error, which means that the predictions 

generated by this model are closer to the actual value 

of cement sales. The model manages to capture 

seasonal patterns in sales data, providing a pretty good 

prediction framework.  With this model, Sinar Pagi 

Building Materials Store can make more reliable sales 

predictions, which can help in inventory planning and 

marketing strategies. 
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